
 

Chapter 2 
DEALING WITH SEASONAL PRODUCTS IN PRICE INDEXES 

W. Erwin Diewert, Paul A. Armknecht and Alice O. Nakamura1 

 

1. The Problem of Seasonal Products 
 

 Product prices and sales quantities can change from one month to the next because of 
seasonal circumstances, such as lower production costs for strawberries in-season (usually from 
domestic sources) versus out-of-season (often imported). Inflationary pressure can also cause 
changes in prices and sales quantities from one month to the next. Inflationary pressure is what 
governments and central banks are interested in trying to control. Thus there is interest in how 
inflationary changes can best be measured, given that prices for many products also have 
fluctuations due to season-specific circumstances.  

 Strongly seasonal products are not available at all in the marketplace during certain 
seasons. Weakly seasonal products are available all year but have fluctuations in prices or 
quantities that are synchronized with the time of year.2 For a country like the United States or 
Canada, seasonal purchases amount to one-fifth to one-third of all consumer purchases. Strongly 
seasonal products create the biggest problems for price statisticians. Often these products are 
simply omitted in price index making. In the case of weakly seasonal products, their calendar 
related fluctuations are widely viewed as noise.  

 As of now, neither the Consumer Price Index (CPI) nor the Producer Price Index (PPI) is 
seasonally adjusted by the national statistics agencies of most nations. This reflects, in part, a 
reluctance to revise these price series, with revisions being inevitable for the seasonally adjusted 
series produced using methods such as X11 and X12. Nevertheless, there is interest in finding 
conceptually acceptable and operationally tractable ways of including seasonal products in 
consumer and producer indexes without introducing a lot of seasonal fluctuation. These are some 
of the motivations for the treatment of seasonal products in chapter 22 of both the most recent 
international CPI Manual (ILO et al., 2004) and PPI Manual (IMF et al., 2004). This chapter is 
referred to hereafter simply as the Manual chapter. To aid readers in going on to read the Manual 
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chapter, the present chapter has the same section headings as in the Manual chapter through 
section 10, and the Manual chapter equation numbers are shown as well [in square brackets].3  

 In the Manual chapter, the various methods discussed are applied using an artificial data 
set: the modified Turvey data set which is introduced in section 2. In section 3, year-over-year 
monthly price indexes are introduced. Strongly seasonal products cause serious problems in 
conventional month-to-month price indexes. However, these problems are largely resolved by 
using indexes that compare the prices for the same month in different years. 

 Year-over-year monthly indexes can be combined to form an annual index. Calendar year 
annual year-over-year indexes are introduced in section 4, and “rolling year” non-calendar year 
annual indexes are considered in section 5. Seasonal adjustment factors (SAF) are defined using 
rolling year indexes, and section 6 presents a rolling year index centered on the current month. 

 Sections 7-10 explore more conventional month-to-month price index methods that have 
been proposed for accommodating seasonal products. These methods use different ways of 
compensating for missing price information for products not available in some months. In 
section 7, the maximum overlap index is introduced. Approaches for filling in data for the 
months when products are unavailable are to carry forward the last price that was observed for a 
product, or to impute the missing price in some other way. The carry forward approach is 
explored in section 8, and the alternative imputation approach is the subject of section 9. In 
section 10, yet another method that can be used even with strongly seasonal products is 
introduced: the Bean and Stine Type C, sometimes also called the Rothwell, index.  

 In section 11, seasonal adjustment factors (SAF values) that incorporate the year-over-
year approach (from section 6) are calculated for the various methods presented in section 7-11. 
In section 12, we discuss the alternative X-11 and X-12 family approaches for seasonally 
adjusting times series: approaches that are widely used by official statistics agencies but are only 
briefly mentioned in the Manual chapter. Section 13 concludes. 

 

2. A Seasonal Product Data Set 
 

 In the Manual chapter, the index number formulas considered are applied using an 
artificial data set developed by Ralph Turvey and then modified by Erwin Diewert to enhance its 
value for assessing alternative methods of dealing with seasonal products.4 The full results are 
shown in the Manual chapter and the summary results are reported here.  

 Turvey constructed his original data set for five seasonal products (apples, peaches, 
grapes, strawberries, and oranges) over four years (1970-1973). Turvey sent this dataset to 
statistical agencies around the world, asking them to use their normal techniques to construct 
monthly and annual average price indexes. Turvey (1979, p. 13) summarizes the responses: 

“It will be seen that the monthly indexes display very large differences.... It will also be 
seen that the indexes vary as to the peak month or year.”  

                                                 
3 Readers are referred to the Manual chapter, listed in the references as Diewert and Armknecht (2004). 
4 The modified Turvey data set is tabled in the Manual chapter, and the original Turvey data set is tabled in Turvey’s 
1979 paper and in Diewert (1983, 2009). 
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3. Year-over-Year Monthly Indexes 
 

 One way of dealing with seasonal products is to change the focus from short-term month-
to-month price indexes to year-over-year comparisons for given months. This approach can 
accommodate even seasonal products. The formulas for the chained Laspeyres, Paasche and 
Fisher year-over-year monthly indexes are given in box 1 below. 

 It has been recognized for over a century that making year-over-year price level 
comparisons5 is the simplest method for removing the effects of seasonal fluctuations so that 
trends in the price level can be measured. For example, Jevons (1863; 1884, p. 3) wrote: 

“In the daily market reports, and other statistical publications, we continually find 
comparisons between numbers referring to the week, month, or other parts of the year, 
and those for the corresponding parts of a previous year. The comparison is given in this 
way in order to avoid any variation due to the time of the year. And it is obvious to 
everyone that this precaution is necessary. Every branch of industry and commerce must 
be affected more or less by the revolution of the seasons, and we must allow for what is 
due to this cause before we can learn what is due to other causes.” 

The economist Flux (1921, pp. 184-185) also endorsed the idea of making year-over-year 
comparisons to minimize the effects of seasonal fluctuations: 

“Each month the average price change compared with the corresponding month of the 
previous year is to be computed.…” 

More recently, Zarnowitz (1961, p. 266) endorsed the use of year-over-year monthly indexes: 
“There is of course no difficulty in measuring the average price change between the same 
months of successive years, if a month is our unit ‘season,’ and if a constant seasonal 
market basket can be used, for traditional methods of price index construction can be 
applied in such comparisons.” 

 Suppose that data are available for the prices and quantities for all products available for 
purchase each month for two or more years. Then year-over-year monthly chained and fixed 
base Laspeyres (L), Paasche (P) and Fisher (F) price indexes, defined in box 1, can be used for 
comparing the prices in some given month for two different years. 

 The Manual chapter provides and compares tabular results for the year-over-year 
monthly chained and fixed base Laspeyres, Paasche, and Fisher indexes. All of the resulting 
monthly series show year-to-year trends that are free of the purely seasonal variation in the 
modified Turvey data. The chained indexes are found to reduce the spread between Paasche and 
Laspeyres indexes compared with their fixed base counterparts. Since the Laspeyres and Paasche 
perspectives both have merit, the Manual chapter recommends  as the target measure of inflation 
the chained year-over-year Fisher index, which is the geometric average of the Laspeyres and 
Paasche indexes. 
 The year-over-year monthly indexes defined in box 1 use monthly data for years t and 
t+1. Many countries collect price information monthly. However, the expenditure data needed 
for deriving the quantity observations are only available for intermittent years when a household 

                                                 
5 In the seasonal price index context, this type of index corresponds to Bean and Stine’s (1924, p. 31) Type D index. 
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expenditure survey (HES) has been conducted. In the Manual chapter it is argued that monthly 
expenditure share vectors can be used instead of the current and comparison year monthly 
expenditure share vectors in an index formula such as one of those in the box 1. This is how the 
approximate indexes are defined in box 2. When evaluated using the modified Turvey data, the 
year-over-year chained approximate indexes track their true chained counterparts closely.6  

 
Box 1.  Definitions for Year-over-Year Monthly Indexes 

 

 For each month 12,,2,1m K= , let  denote the set of products available for purchase that month in all )m(S
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 The corresponding fixed base indexes have similar formulas to the chained indexes; the year t observations 
are simply replaced by the observations for the fixed base year 0. 
 

 

 The approximate year-over-year monthly Laspeyres and Paasche indexes will always 
satisfy inequalities (7) and (8) of box 2. The first of these inequalities says that the approximate 
year-over-year monthly Laspeyres index fails the time reversal test with an upward formula bias. 
The second of these inequalities says that the approximate year-over-year monthly Paasche index 
fails the time reversal test with a downward formula bias. The approximate Fisher formula is 
recommended because the upward bias of the Laspeyres index part of the Fisher index will 
balance out the downward bias of the Paasche index part of the Fisher index.  

 In general, the approximate year-over-year monthly Fisher index defined by (6) in box 2 
will closely approximate the true Fisher index defined by (3) in box 1 when the monthly 
expenditure shares for the base year 0 are close in value to the corresponding year t and year 

                                                 
6 The approximate Laspeyres index actually equals the original fixed base Laspeyres index. 
7 The numbers in square brackets are the equation numbers in the Diewert and Armknecht (2004) Manual chapter.  
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1t +  values.8 The approximate Fisher indexes are just as easy to compute as the approximate 
Laspeyres and Paasche indexes, so it is recommended that statistical agencies make approximate 
Fisher index values available along with the approximate Laspeyres and Paasche ones. 

 
Box 2.  Definitions for Approximate Year-over-Year Monthly Indexes 

 
 Suppose that expenditure share data are available for some base year 0. If the base year monthly 
expenditure share vectors, , is substituted for the current year monthly expenditure share vectors, , in m,0s m,ts

equation (1), and for the year t+1 monthly expenditure share vectors, , in equation (2), this yields m,1ts + the 
approximate year-over-year monthly Laspeyres and Paasche indexes: 
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 The approximate year-over-year monthly Laspeyres and Paasche indexes satisfy the following inequalities: 
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4. Year-over-Year Annual Indexes 

 

 For some policy purposes, it is useful to have a summary measure of annual price level 
change from year to year in addition to, or as an alternative to, the 12 month-specific measures of 
year-to-year price level change defined in the previous section. Treating each product in each 
month as a separate annual product is the simplest and theoretically most satisfactory method 
for dealing with seasonal products when annual price and quantity indexes can be used. Annual 
measures of price level change can then be defined, as in box 3, as (monthly) share weighted 
averages of the year-over-year monthly chain linked Laspeyres, Paasche and Fisher indexes. 
Thus once the year-over-year monthly indexes defined in the previous section have been 
numerically calculated, it is easy to calculate the corresponding annual indexes.  

                                                 
m,0

n
8 If the monthly expenditure shares for the base year, s , are all equal, then the approximate Fisher index defined 
by equation (6) reduces to Fisher’s (1922, p. 472) formula 101.  
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Box 3.  Definitions for Annual Indexes 
 
 The Laspeyres and Paasche annual chain link indexes which compare the prices in every month of year t 
with the corresponding prices in year t + 1 can be defined as follows: 
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The annual chain linked Fisher index , which compares the prices in every month of year t with the FP
corresponding prices in year t + 1, is the geometric mean of the Laspeyres and Paasche indexes,  and , LP PP
defined by equations (9) and (10); i.e., 

(11)[22.18] PLF PPP = . 

 Fixed base counterparts to the formulas defined by equations (9)-(11) can readily be defined: simply 
replace the data pertaining to period t with the corresponding data pertaining to the base period 0.  
 

 

 The annual chained Laspeyres, Paasche, and Fisher indexes can readily be calculated 
using the equations (9)-(11) in box 3 for the chain links. For the modified Turvey data, the use of 
chained indexes is found to substantially narrow the gap between the Paasche and Laspeyres 
indexes.  

 When monthly expenditure share data are only available for some base year, approximate 
annual Laspeyres, Paasche and Fisher indexes can be calculated. The fixed base Laspeyres price 
index uses only expenditure shares for a base year; consequently, the approximate fixed base 
Laspeyres index is equal to the true fixed base Laspeyres index. For the modified artificial 
Turvey data set, the approximate Paasche and approximate Fisher indexes are quite close to the 
corresponding true annual Paasche and Fisher indexes. Also, the true annual fixed base Fisher is 
closely tracked by the approximate Fisher index  (or the geometric Laspeyres index .AFP GLP ) 9 

 The annual fixed base Fisher index is close to the annual chained approximate Fisher 
counterpart. This approximate index can be computed using the information usually available to 
statistical agencies. However, the true annual chained Fisher index is still recommended as the 

                                                 

GL

GL AF

9 The fixed base geometric Laspeyres annual index, P , is the weighted geometric mean counterpart to the fixed 
base Laspeyres index, which is equal to a base period weighted arithmetic average of the long-term price relative. It 
can be shown that P  approximates the approximate fixed base Fisher index P  to the second order around a 
point where all of the long-term price relatives are equal to unity. 
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target index and should be computed when the necessary data are available, and used as a check 
on the quality of the approximate Fisher index.10  

 

5. Rolling Year Annual Indexes 

 

 In the previous section, the price and quantity data pertaining to the 12 months of a 
current calendar year were compared to the 12 months of some base calendar year. However, 
there is no need to restrict attention to calendar years. Any two periods of 12 consecutive months 
can be compared, provided that the January data are compared to the January data, the February 
data are compared to the February data, and so on.11 Alterman, Diewert, and Feenstra (1999, p. 
70) and Diewert, Alterman and Feenstra (2009) define what they refer to as rolling year 
indexes. 12  The specifics of constructing rolling year indexes are spelled out in the Manual 
chapter for both the chained and fixed base cases. The rolling year index series constructed using 
the modified Turvey data are found to be free from erratic seasonal fluctuations. These rolling 
year indexes offer statistical agencies an objective and reproducible method of incorporating 
seasonal products into price indexes. 

 For the rolling year indexes, when evaluated using the modified Turvey data, it is found 
that chaining substantially narrows the gap between the Paasche and Laspeyres indexes. The 
chained Fisher rolling year index is thus deemed to be a suitable target seasonally adjusted 
annual index for cases in which seasonal products are in scope for a price index.13  

 When necessary owing to data availability limitations, the current year weights can be 
approximated by base year weights,14 yielding the annual approximate chained and fixed base 
rolling year Laspeyres, Paasche, and Fisher indexes. When evaluated using the modified Turvey 
data, these approximate rolling year indexes are found to be close to their true rolling year 
counterparts. In particular, the approximate chained rolling year Fisher index (which can be 
computed using just base year expenditure share information along with base and current period 
information on prices) is close to the preferred target index: the rolling year chained Fisher index.  
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10 The approach to computing annual indexes outlined in this section, which essentially involves taking monthly 
expenditure share-weighted averages of the 12 year-over-year monthly indexes, is contrasted in the Manual chapter 
with the approach that takes the unweighted arithmetic mean of the 12 monthly indexes. The key problem with the 
latter approach is that months where expenditures are below the average (for example, February) are given the same 
weight in the annual average as months with above average expenditures (e.g., December). 
11 Diewert (1983) suggested this type of comparison and termed the resulting index a split year comparison.  
12 Crump (1924, p. 185) and Mendershausen (1937, p. 245), respectively, used these terms in the context of various 
seasonal adjustment procedures. The term rolling year seems to be well established in the business literature in the 
United Kingdom. In order to theoretically justify the rolling year indexes from the viewpoint of the economic 
approach to index number theory, some restrictions on preferences are required. The details of these assumptions 
can be found in Diewert (1996, pp. 32-34; 1999, pp. 56-61). 
13 Diewert (2002) discusses measurement issues involved in choosing an index for inflation targeting purposes. 
14 These weights are s  and σ  and  and σ  for the chain link equations (9)-(11). The corresponding 

fixed base formulas can be approximated using the corresponding base year weights,  and σ . 
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6. Predicting a Rolling Year Index  

 

 In a regime where the long-run trend in prices is smooth, changes in the year-over-year 
inflation rate for this month compared with last month theoretically could give valuable 
information about the long-run trend in price inflation. This conjecture is demonstrated for the 
modified Turvey data for the year-over-year monthly fixed base Laspeyres rolling year index. 
The Laspeyres case is used for showing how indexes of this sort can be used for prediction. 

 The fixed base rolling year Laspeyres index, , for month m and current year t is a 
weighted average of year-over-year price relatives over the 12 months in the current and the base 
year period. Consider, for example, the December fixed base rolling year Laspeyres index. This 
index value is a weighted average of year-over-year monthly price relatives for years t and 0 that 
is centered between June and July of the years being compared. Thus, an approximation of this 
index value could be obtained by taking the arithmetic average of just the June and July year-
over-year monthly indexes for years t and 0.

LRYP

LRYP

15 Similarly, this sort of approximation can be made 
for each month for the rolling year Laspeyres index,  This approximation to the rolling 
year  index, based on averaging the year-over-year monthly index values for the months at 
the center for the rolling year for the  index, is denoted by . 

LRYP

LRYP ARYP

 Seasonal adjustment factors, SAF, are defined as the ratios of the  to the  
values using the initial 12 months of values for these series. These estimated monthly adjustment 
factors are assumed to be the same for all subsequent years.

LRYP ARYP

16 Once the seasonal adjustment 
factors have been defined, the approximate rolling year index, , can be multiplied by the 
corresponding seasonal adjustment factor, SAF, to form a seasonally adjusted approximate 
rolling year index, 

ARYP

SAARYP .17 

 With this approach, users could obtain a reasonably accurate forecast of trend inflation. It 
is not necessary to use rolling year indexes in the seasonal adjustment process, but this is 
recommended as a way of increasing the objectivity and reproducibility of the seasonally 
adjusted indexes. The method of seasonal adjustment used in this section is crude in that no 
adjustments have been made for other known factors such as differences for the same month in 
the numbers of trading days and holiday effects. These refinements would be laborious but 
straightforward to add. 

                                                 

LRY

SAARYP

LRYP

15 Suppose the middle two months are June and July. Then if an average of the year-over-year monthly indexes for 
more months such as for May, June, July, and August were taken instead, a better approximation to the annual index 
could be obtained, and if an average of the year-over-year monthly indexes for April, May, June, July, August, and 
September were taken, an even better approximation could be obtained, and so on.  
16 If SAF is greater than 1, this means that the two months in the middle of the corresponding rolling year have year-
over-year rates of price increase that average out to a number below the overall average of the year-over-year rates 
of price increase for the entire rolling year. The opposite is true if SAF is less than 1. 
17 The rolling year fixed base Laspeyres index P  and the seasonally adjusted approximate rolling year index 

 will be identical by construction for the first 12 observations. However, after that, the rolling year index 

 will differ from the corresponding seasonally adjusted approximate rolling year index. 
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 In the previous sections, the suggested indexes are based on year-over-year monthly 
indexes and their averages. In sections 7-10, attention is turned to more conventional approaches. 

 

7. Maximum Overlap Month-to-Month Price Indexes 

 

 One approach for dealing with strongly seasonal products in a month-to-month price 
index is the maximum overlap method. The first step for this index is to identify the maximum 
overlap of products: the products available in each of a pair of months. For this set of products, 
some index formula such as the Fisher is defined, as in box 4. Thus, the bilateral index number 
formula is applied only to the subset of products that are present in both months for which prices 
are being compared.18 The question now arises: should the comparison and the base months be 
adjacent (thus leading to a chained index), or should the base month be fixed (leading to a fixed 
base index)? One reason for preferring chain indexes is that, from one month to the next, new 
products are introduced and old ones are withdrawn, so fixed base indexes inevitably become 
unrepresentative over time. Hence the Manual chapter recommends the use of chained indexes 
that can more closely follow market developments. 

 The expenditure shares that appear in the maximum overlap month-to-month Laspeyres 
index, defined by equation (14) in box 4, are given by (12). These are the shares that result from 
expenditures on seasonal products present in month m of year t and also present in the following 
month. Similarly, the expenditure shares that appear in the maximum overlap month-to-month 
Paasche index, defined by equation (15) in box 4, are given by (13). These are the shares that 
result from expenditures on seasonal products that are present in month 1m +  of year t and are 
also present in the following month. The maximum overlap month-to-month Fisher index, 
defined by equation (16) in box 4, is the geometric mean of the Laspeyres and Paasche indexes. 

 For the artificial modified Turvey data set, the maximum overlap index suffers from a 
significant downward bias. Part of the problem seems to involve the seasonal pattern of prices 
for peaches and strawberries (products 2 and 4 in the modified Turvey data). For the first month 
of the year when each of these fruits become available, they are relatively high priced; in 
subsequent months, their prices drop substantially. The effects of the initially high prices 
(compared with the relatively low prices in the last month of the previous year) are not captured 
by the maximum overlap month-to-month indexes, so the resulting indexes build up a 
tremendous downward bias. The downward bias is most pronounced for the Paasche index, 
which uses the quantities or volumes of the current month. These volumes are relatively large 
compared to those of the initial month when the products become available, reflecting the effects 
of falling prices as the quantity available in the market increases.  

 

                                                 
18  Keynes (1930, p. 95) called this the highest common factor method for making bilateral index number 
comparisons. This target index drops those strongly seasonal products that are not present in the marketplace during 
one of the two months being compared. Thus, the index number comparison is not completely comprehensive. 
Mudgett (1951, p. 46) called the error in an index number comparison that is introduced by the highest common 
factor method (or maximum overlap method) the homogeneity error. 
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Box 4.  Definitions for Maximum Overlap Month-to-Month Indexes 

 Let there be N products that are each available in one or more months of some year and let  and  m,t
np m,t
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denote the price and quantity of product n that is in the marketplace in month m of year t. (If the product is 
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present in month m of year t and the subsequent month, are defined as follows: 
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set of products that are present in month m+1 of year t and the subsequent month. 
 Using these share definitions, the maximum overlap Laspeyres, Paasche, and Fisher indexes, going from 
month m of year t to the following month, can be defined as follows:19 
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where  and  are now defined by (14) and (15). Note that , , and  depend on the (complete) price and LP PP LP PP FP

quantity vectors for months m and m + 1 of year t, , , q , , but they also depend on S(t,m), m,tp 1+m,tp m,t 1m+,tq
which is the set of products present in both months.  
 

 

 Results are also shown in the Manual chapter using the chained Laspeyres, Paasche, and 
Fisher indexes with the data for the modified Turvey dataset for just products 1, 3 and 5 (that is, 
using only the three year-round products). These series are still found to suffer from substantial 
seasonal variability. For the modified Turvey data, the quantity of grapes (product 3) available in 

                                                 
19 It is important that the expenditure shares that are used in an index number formula add up to unity. The use of 
unadjusted expenditure shares would lead to a systematic bias in the index number formula. The equations are 
slightly different for the indexes that go from December to January of the following year. In order to simplify the 
exposition and convey the main concepts, these equations are left for the reader to work out. 
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the market varies tremendously over the course of a year, with substantial increases in price for 
the months when grapes are almost out of season. The price of grapes decreases as the quantity 
increases during the last half of each year, and then the annual increase in the price of grapes 
takes place in the first half of the year when the quantities are small. This pattern of seasonal 
price and quantity changes causes a downward bias. 20  Basically, the monthly varying high 
volumes are associated with low or declining prices and the low volumes are associated with 
high or rising prices. These weight effects magnify the seasonal price declines relative to the 
seasonal price increases using month-to-month index number formulas with monthly varying 
weights.21 

 All of the month-to-month chained indexes show substantial seasonal fluctuations in 
prices over the course of a year:22 probably too much seasonal fluctuation if the purpose of a 
month-to-month price index is to indicate changes in general inflation. 

 

8. Annual Basket Indexes with Carry Forward of Unavailable Prices 
 

 The various indexes introduced that use monthly expenditure share information can be 
approximated by indexes where the monthly expenditure shares are replaced by annual 
expenditure shares. When this substitution is made because monthly expenditure or quantity data 
are unavailable, this approach is similar in spirit to another common statistical agency practice. 
Official statistics agencies commonly have price data that are collected monthly, but expenditure 
data that are collected less frequently. Thus, statistical agencies commonly use some sort of a 
Lowe index: a type of index that allows for different base periods for the prices and the quantity 
or expenditure weights.23 An annual basket Lowe index is defined by (17) in box 5. The annual 
basket Young index, defined in equation (18) in box 5, could also be used. Yet another annual 
basket monthly index is the geometric Laspeyres defined in equation (19) in box 5. The 
geometric Laspeyres index makes use of the same information as the Young index, but a 
geometric average of the price relatives is taken instead of an arithmetic one. 

                                                 
20 Baldwin (1990) used the original Turvey data to illustrate various treatments of seasonal products. He provides a 
good discussion of what causes various month-to-month indexes to behave badly. “It is a sad fact that for some 
seasonal product groups, monthly price changes are not meaningful, whatever the choice of formula” (p. 264). 
21 Another problem with month-to-month chained indexes is that purchases and sales of individual products can 
become irregular as the time period becomes shorter and shorter and the problem of zero purchases and sales 
becomes more pronounced. Feenstra and Shapiro (2003, p. 125) find an upward bias for their chained weekly 
indexes for canned tuna compared to a fixed base index; their bias was caused by variable weight effects due to the 
timing of advertising expenditures. In general, these drift effects of chained indexes can be reduced by lengthening 
the unit time period, so that the trends in the data become more prominent than the high-frequency fluctuations. 
22 Irregular high-frequency fluctuations will tend to be smaller for quarters than for months. For this reason, chained 
quarterly indexes can be expected to perform better than chained monthly or weekly indexes. Statistical agencies 
should check that their month-to-month indexes are at least approximately consistent with the corresponding year-
over-year indexes. 
23 See Hill (2009) and Balk and Diewert (2009). Often data for per unit prices come from surveys in retail outlets, 
and on expenditures come from household expenditure surveys. The quantity estimates are then obtained by 
dividing the expenditure figures by per unit prices. 
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Box 5.  Lowe, Young and Geometric Laspeyres Annual Basket Indexes 
 

 The annual basket monthly Lowe (1823) index for month m is defined by: 
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year. In the context of seasonal price indexes, this type corresponds to Bean and Stine’s (1924, p. 31) Type A index. 
 The annual basket monthly Young (1812) index is also sometimes used: 
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 The annual basket monthly geometric Laspeyres index is defined as: 
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 In the Manual chapter, the above three annual basket indexes are compared with the fixed 
base Laspeyres rolling year indexes. However, the rolling year index that ends in the current 
month is centered five and a half months backwards. Hence the annual basket type indexes are 
compared with an arithmetic average of two rolling year indexes that have their last month 5 and 
6 months forward, respectively. This centered rolling year index is labeled CRYP .24  

 The Lowe, Young, and geometric Laspeyres annual basket indexes display considerable 
seasonality and do not seem to track their rolling year counterparts well.25  

 Andrew Baldwin’s (1990, p. 258) comments on annual basket (AB) type indexes such as 
the three defined above are also relevant for those considering use of these indexes: 

“For seasonal goods, the AB index is best considered an index partially adjusted for 
seasonal variation. It is based on annual quantities, which do not reflect the seasonal 
fluctuations in the volume of purchases, and on raw monthly prices, which do incorporate 
seasonal price fluctuations. Zarnowitz (1961, pp. 256–257) calls it an index of ‘a hybrid 
sort.’ Being neither of sea nor land, it does not provide an appropriate measure either of 
monthly or 12 month price change. The question that an AB index answers with respect 
to price change from January to February say, or January of one year to January of the 
next, is ‘What would the change in consumer prices have been if there were no 
seasonality in purchases in the months in question, but prices nonetheless retained their 
own seasonal behaviour?’  It is hard to believe that this is a question that anyone would 
be interested in asking. On the other hand, the 12 month ratio of an AB index based on 

                                                 

LOP YP GLP CRY

24 The series was normalized to equal 1 in December 1970 for comparability with the other month-to-month indexes. 
25 The four series, , , , and P , are examined graphically in the Manual chapter. 
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seasonally adjusted prices would be conceptually valid, if one were interested in 
eliminating seasonal influences.”  

Annual basket indexes are of interest to us though because they are used by some statistical 
agencies. 

 

9. Annual Basket Indexes with Imputation of Unavailable Prices 
 

 The poor performance of the annual basket type of indexes considered in section 8 is 
likely due to the carry forward of prices of strongly seasonal products into months when the 
products were not available. This could augment the seasonal movements in the indexes. Hence 
in this section, the properties are examined of the Lowe, Young, and geometric Laspeyres 
indexes when a different way of imputing the missing prices is used.26 In this section, prices in 
months when they are not observed are assumed to have increased at some given rate.27 The 
resulting indexes are compared with the centered rolling year index, , and are found to be a 
little less variable.

CRYP
28 Nevertheless, the Lowe, Young, and geometric Laspeyres annual basket 

indexes that incorporate imputed prices still display tremendous seasonality when evaluated for 
the modified Turvey data, and they fail to closely track their rolling year counterparts.  

 

10. The Bean and Stine Type C or Rothwell Index 
 

 The Bean and Stine Type C (1924, p. 31), also called the Rothwell (1958, p. 72), index is 
defined in box 6. This index makes use of monthly baskets for a base year. The index also makes 
use of a vector of base year unit value prices. The quantity weights for this index change from 
month to month. Thus the monthly movements in this index are a mixture of price and quantity 
changes. 29  The conclusion reached in the Manual chapter based on comparisons using the 
modified Turvey data is that the Rothwell index has smaller seasonal movements than the Lowe 
index (defined in box 5) and is less volatile in general.30 However, there still are large seasonal 
movements in the Rothwell index. 

                                                 
26  Alternative imputation methods are discussed, for example, by Armknecht and Maitland-Smith (1999) and 
Feenstra and Diewert (2001). 
27 In the applications for the Manual chapter based on the modified Turvey data, a multiplicative rate of 1.008 is 
used, except for the last year when this rate is escalated by an additional 1.008.  
28 The imputed indexes are preferred to the carry forward indexes on general methodological grounds. In high 
inflation environments, the carry forward indexes will be subject to sudden jumps when previously unavailable 
products become available. 
29 Rothwell (1958, p. 72) showed that the month-to-month movements in the index have the form of an expenditure 
ratio divided by a quantity index. 
30 In the Manual chapter, the Rothwell index, PR, is compared to the Lowe index with carry forward of missing 
prices, PLO. To make the two types of series more comparable, the normalized Rothwell index, PNR, is also 
presented; this index equals the original Rothwell index divided by its first observation. 
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Box 6.  The Bean and Stine Type C, also Known as the Rothwell, Index 
 
 For the Bean and Stine Type C or Rothwell index, the seasonal baskets in the base year are denoted as the 
vectors  for the months m = 1,2,…,12. The index also makes use of a vector of base year unit value prices, m,0q

]p,,p[p 0
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0 K≡ , where the nth price in this vector is defined as: 

(20)[22.33] 
∑

∑
≡

=

=
12

1m

m,0
n

12

1m

m,0
n

m,0
n

0
n

q

qp
p . 

The Rothwell price index for month m in year t can now be defined as follows: 
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11. Adjustment of Seasonal Data 
 

 The fact that the maximum overlap method [section 7], the annual basket indexes with 
carry forward of unavailable prices [section 8], and the annual basket indexes with imputation of 
unavailable prices [section 9] produce price index series that still display considerable 
seasonality when seasonal products are included has stimulated interest in adjustment of the data 
for seasonal products prior to incorporating these products into annual basket indexes such as the 
Lowe, Young, Geometric Laspeyres or Rothwell. The Manual chapter reports results for two 
alternative ways of carrying out this pre-adjustment. The first is that the modified Turvey data 
are seasonally adjusted using SAF terms computed as specified in section 6: an approach based 
on year-over-year month specific comparisons.31  Second of all, the X-11 method is used to 
seasonally adjust the data before it is used to evaluate the alternative indexes. Since little is said 
in the Manual chapter about the X-11 method, this approach is now taken up in the next 
section.32 

 In the Manual chapter, the predicted values of the month-to-month indexes with pre-
adjustment of the data for the seasonal products are fairly close to the corresponding target index 

                                                 

CRYP LOP YP GLP ROTHP

LO YSAF GLSAF ROTH

31 More specifically, for each of the price index series -- the Lowe (LO), Young (Y), Geometric Laspeyres (GL), and 
Rothwell (ROTH) -- a seasonal adjustment factor (SAF) is defined, as in section 6, as the centered rolling year index 

 divided, respectively, by , ,  or  to produce the first 12 observations, which are then 
replicated for the other years. The result is four SAF series: SAF , , , and SAF , respectively. 
Seasonally adjusted Lowe, Young, Geometric Laspeyres and Rothwell indexes are computed by multiplying each 
unadjusted index by the corresponding SAF vector. 
32 X-11 adjusted numerical results are included in the PPI Manual, but not in the CPI Manual, version of chapter 22. 
In the CPI Manual, X-11 type seasonal adjustment methods are mentioned only in the next to last footnote. In the 
PPI Manual, X-11 deflation is briefly mentioned, without specifics, and empirical results are presented for an X-11 
type method in three columns added into table 22.27 and in the added figure 22.8b (the only figure not included in 
both the CPI and the PPI versions of the chapter, always with the same figure numbers). 
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values. It should also be noted that the seasonally adjusted geometric Laspeyres index is 
generally the best predictor of the corresponding rolling year index evaluated using the modified 
Turvey data, with the results for the Lowe index being quite similar and with the results for the 
seasonally adjusted Rothwell index being furthest away.  

 

12. X-11 and X-12 Type Seasonal Adjustment 

 

 As already noted, the Manual chapter reports results that utilize the widely used X-11 
approach to adjust the price indexes for seasonal patterns. Here, for completeness, we review the 
origins and essence of the X-11 approach, and how the X-11 approach relates to the X-12 family 
of methods.  

 All members of the X-11 family are conceptually based on univariate time series models. 
The idea that an observed time series could be usefully decomposed into components none of 
which can be directly observed -- a trend, cycle, seasonal variations and irregular fluctuations -- 
reportedly comes from astronomy and meteorology.33 Trends and long cycles are difficult to 
distinguish with the sorts of data usually available for the macro economy, and hence are usually 
treated together and referred to collectively as “trends” in the literature on the seasonal 
adjustment of economic time series. That is, the four component model is collapsed to a three 
component model. 

 Research on seasonal adjustment for economic time series was stimulated during the 
1920s and 1930s by the work of Persons (1919). He made simple transformations of the data to 
remove the trend, and then calculated seasonal estimates and used these in analyzing the original 
data. Persons called this the link-relative method. The method of Persons (1923) assumes the 
existence of fixed seasonal factors, though he acknowledged that the idea of strictly fixed 
seasonality is problematic. Indeed, the recognition that the seasonal factors in economic time 
series are mostly not rigidly tied to the calendar was one reason why Macauley and others chose 
instead to employ moving average methods in preference to using deterministic explicit 
functions of time. Moving averages are a type of filter that successively averages a shifting time 
span of data so as to produce a smoothed estimate of a time series. A filter removes or reduces 
the strength of certain cycles in the data. 

 

12.1 X-11 development 

 

 Precursors of X-11 were developed in the 1950s. These include the U.S. Census Bureau’s 
Census I and Census II methods. Julius Shiskin was a guiding force and key contributor in this 
development. With many intervening steps, the Census II method evolved into the X-11 

                                                 
33 Nerlove, Grether, and Carvalho (1979) point out that the idea that an observed time series reflects several 
unobserved components came originally from astronomy and meteorology and became popular in economics in 
England during the period of 1825-1875. They discuss the work of the Dutch meteorologist Buys Ballot (1847) 
concerning the early development of seasonal adjustment methods. See also Yule (1921a) on this history. 
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method.34 X-11 gave users the choice between additive and multiplicative adjustments.35 In 
addition to moving average type filters, the X-11 package also enabled the operator to 
conveniently adjust for differing numbers of trading days: a feature that greatly contributed to its 
popularity. 

 The adjustment methods that were developed (including X-11) were basically 
modifications of previously used methods that attempted to incorporate automatically the 
professional judgment that had been required previously to envision and implement these types 
of adjustments. In addition to making it more feasible for statistical agencies around the world to 
produce the large volumes of seasonally adjusted data wanted by the policy community, Bell and 
Hillmer (1984) note that: “This helped lend an air of objectivity to the seasonal adjustment 
process, so that seasonal adjusters would not be accused of tampering with the data, a 
consideration that has become even more important in recent years.” Dagum (1983) confirms 
that the design of the X-11 family was shaped by the objective that the method could be encoded 
in a packaged program that could be used by a statistical technician anywhere, who might have 
little specialized knowledge of the real world processes generating the series being seasonally 
adjusted.36 

 X-11-ARIMA was developed at Statistics Canada in the 1970s and entailed the addition 
of ARIMA (Auto Regressive Integrated Moving Average) features that augmented the capability 
for extrapolation of observations at the end points of the actual time series to be seasonally 
adjusted. This capability was also part of the original X-11 process, but in a more rudimentary, 
less convenient form.37 The forecasted values are used in the X-11-ARIAMA adjustment process 
as though they were actual data. Using the extrapolated data along with the real data is what 
permits the use of filters in the seasonal adjustment process for the production of preliminary 
series that are more like the filters to be used in producing revisions of the seasonally adjusted 
series.  

 Shiskin, Young and Musgrave (1967) derived the original asymmetric weights for the 
Henderson moving average that are used in the X-11 family of adjustment packages. To obtain 
the weights, a compromise was struck between the two assumed objectives that the trend should 
be able to represent a wide range of curvatures and that it should be as smooth as possible.  

 The greater the amount of data that is available on each side of what is treated as the 
current period for a time series that is to be seasonally adjusted, the better the conformity will 
usually be between the preliminary seasonally adjusted time series released by the statistical 
agency and the final adjusted time series. Symmetric moving average filters are created making 
use of data both sides of what is taken to be the “current” period for the time series. Each 
symmetric filter is tailored by software algorithms to the specific time series being seasonally 
adjusted. In contrast, asymmetric filters are pre-made and generic in nature.  

                                                 
34 This was primarily the work of Eisenpress (1956), Marris (1960) and Young (1965, 1968). See U.S. Bureau of the 
Census (1967) and also Shiskin (1978). 
35 The differences between the results for the additive and the multiplicative versions are sometimes substantial. 
36 For more background, see also Dagum (1975, 1988/1992). Budget limitations probably have also influenced the 
choices made. Nakamura and Diewert (1996) report on efforts in Canada to protect the reliability of the CPI while 
reducing the number of price quotes collected. 
37 This was recommended by Macauley (1931, pp. 95-96). Similar approaches were investigated by Geweke (1978) 
and by Kenny and Durbin (1982). See also Cleveland, W. P., and Tiao, G. C. (1976). 
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 Research showed that use of X-11-ARIMA can drastically reduce the magnitude of 
subsequent revisions compared with the original X-11-ARIMA. Reports of this finding 
persuaded a number of statistical agencies to begin using X-11-ARIMA type methods. What 
statistical agency would not be happy to have smaller changes to report when issuing revisions to 
important data series! It is important to note, however, that the greater conformity between the 
original and revised seasonally corrected data probably primarily reflects the fact that the 
ARIMA based extrapolation that is part of X-11-ARIMA enables greater conformity between the 
methods used to produce the original and the revised series. This finding does not mean that the 
resulting series do a better job of tracking some agreed on “true” target index. 

 

12.2 The X-11 family spawns the X-12 family 

 

 Events and circumstances that are foreseeable but have somewhat irregular calendar dates 
or represent seasonal irregularities in the calendar itself (e.g., leap year) were recognized early on 
as important factors to allow for in explaining the short-term movements of economic time 
series. Once computers were available, their power was used to implement automated ways of 
allowing for these sorts of foreseeable irregularities.38 The Bureau of the Census developed an 
extension of X-11-ARIMA called X-12-ARIMA that had added tools to enable the estimation 
and diagnosis of a wide range of special effects.  

 X-12-ARIMA package features are used to make adjustments for the following sorts of 
calendar circumstances: 

(1) Trading day effects. There are different numbers of working and shopping and stock 
market trading days from month to month, and often for the same month from year to 
year, due to factors including leap year and official holidays like Christmas and Easter.  

(2) Major holidays and other events on fixed calendar dates that are associated with 
special buying and pricing patterns: e.g., Christmas. 

(3) Major holidays and other events associated in known, but not fixed-date, ways with 
the calendar and that are associated with special buying behavior. The Chinese New Year 
is a festival of this sort. Some religious and ethnic groups, and some nations, have more 
holidays that are seasonal but not tied to specific calendar dates. For example, the moving 
Jewish festivals have always posed special problems for the Israeli CPI program.39  

                                                 
38 See, for example, Joy and Thomas (1927), Homan (1933), Young (1965), and Hillmer, Bell and Tiao (1983). 
According to King (1924), the first to adjust data with varying seasonal factors were Sydenstricker and Britten of the 
U.S. Public Health Service, while investigating causes of influenza. Their graphical method is briefly described in 
Britten and Sydenstricker (1922). King (1924) modified Sydenstricker and Britten’s method using moving medians, 
and emphasized the need to account for changing seasonality. Snow (1923) suggested fitting straight lines to each 
quarter (or month) separately, and checking for varying seasonality by examining the lines to see if they were 
parallel. Crum (1925) gave a general discussion of varying seasonality and modified Person’s link relative method to 
handle this complication. Mendershausen (1937) reviews early efforts to deal with changing seasonality. 
39 As Burck and Gubman (2003) note, festival date movements in Israel are typical of festivals with dates fixed 
according to the lunar year, but vary according to the Georgian calendar. Jewish festivals usually move between two 
consecutive solar months. The date of the Passover festival moves between March and April. The dates of the 
Jewish New Year, the Day of Atonement (Yom Kippur) and the Feast of Tabernacles (Succoth) move between 
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 X-12-ARIMA also includes packaged hypothesis testing features and special options for 
detecting and dealing with outliers.40 The options that are available in the X-12-ARIMA package 
for making adjustments to reflect foreseeable monthly differences in the numbers of trading days 
and the timing of major holidays encouraged statistical agencies like the Israeli one to make the 
switch, at least partially, from using X-11-ARIMA to X-12-ARIMA.  

 

Box 7.  The Steps for an X-11-ARIMA Decomposition 
 

 The steps for an X-11-ARIMA decomposition (which are similar to the steps for an X-12-ARIMA one) are: 
1. An ARIMA model is used to extend the series being adjusted. Extending the series provides forecast and backcast 
data that help minimize the use of asymmetric filters at the beginning and end of the series.  
The next four steps involve three stages of iteration to produce estimates of the three time series components: trend 
(including cycle), seasonal and irregular. 
2. An initial trend estimate is produced using a centered moving average. The estimated trend is removed from the 
original series to produce an estimate of the combined seasonal and irregular components. Initial seasonal factors are 
estimated using an iterative process. Stage 1 estimates of trend and seasonal factors are produced. 
3. The stage 1 trend estimates are refined in the third step by using the stage 1 seasonal factors in combination with a 
Henderson filter.  
Henderson (1916) derived moving average filters for use in actuarial applications. The Henderson filters are used 
with all of the X-11 family methods: X-11, X-11-ARIMA, X-11-ARIMA/88 and X-12-ARIMA. They smooth 
seasonally adjusted estimates and generate an estimated trend. Henderson filters are used in preference to simpler 
moving averages because they can reproduce polynomials of up to degree 3, thereby capturing trend turning points. 
Henderson filters can be either symmetric or asymmetric. As already noted, symmetric moving averages can only be 
applied at points that are sufficiently far away from the ends of a time series.  
4. The refined trend is used to create refined seasonal factors following essentially the same process used to produce 
the stage 1 estimates. Stage 2 final estimates of the seasonal component (i.e., the seasonal factors) are obtained. 
5. The third stage uses the stage 2 final seasonal factors combined with a Henderson filter to estimate a stage 3 final 
trend component. Lastly, using the stage 2 and 3 final seasonal and trend estimates, an estimate of the irregular 
component is produced. 
The step 1 insertion into the data set of ARIMA created observations is what enables the greater use of symmetric 
Henderson filters in both the third and the fifth steps. Symmetric filters are what are also used in an X-11 type 
revision process as more real data become available. 
 

 

13. Concluding Thoughts 
 

 A large proportion of products are seasonal. Strongly seasonal products that are not 
available at all in some months pose the most severe challenges for conventional price index 
methods. However, weakly seasonal products that are available in all months but have prices and 
quantities that have seasonal fluctuations can introduce considerable seasonal fluctuation into a 
consumer or producer price index. The conventional solution to these problems is to omit 
seasonal products in price index making. However, there are obvious drawbacks to a CPI or PPI 

                                                                                                                                                             
September and October. The Feast of Weeks (Shavuoth) and Independence Day are two other lunar holidays with 
dates moving between April and May, and between May and June, respectively. 
40 See Findley et al. (1998). 
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that fails to cover a large share of the products that households consume. These considerations 
have led to interest in alternative methods for dealing with both strongly and weakly seasonal 
products in price indexes.  

 Seasonal and other types of patterned variation can definitely be a source of spurious 
correlations, and can lead to causally wrong findings.41 Thus, Granger (1978) argues that, “By 
using adjusted series, one possible source of spurious relationship is removed.” Similarly, Bryan 
and Cecchetti (1994) argue for the use of trimmed means in the core inflation literature42 on the 
grounds that these provide a more robust measure of central tendency than the standard CPI 
inflation rate, by reducing the influence of transitory price movements that distort the underlying 
inflationary impulse.  

 However, others including Bell and Hilmer (1984) and Ghysels (1988, 1990), have raised 
concerns that seasonal adjustment might lead to mistaken inferences. Orcutt and James (1948), 
40 years earlier, noted the nub of concern: the choice of the relevant analogy for use in 
hypothesis testing: 

“The testing of the significance of a correlation involves a comparison with what would 
have been obtained between non-related series thought to be analogous to the observed 
series. And, of course, the significance found for the correlation will depend upon the 
analogy deemed to be appropriate.... ” 

 Diewert, Alterman and Feenstra (2009) argue that time series methods for the seasonal 
adjustment of economic price or quantity series are not well suited for helping analysts uncover 
insights into inflationary developments. Moreover, they argue that, in general, these methods are 
not suited for producing month-to-month price series that are free of seasonal influences. 
Diewert, Alterman and Feenstra argue that this criticism of time series seasonal adjustment 
methods can be better understood by imagining a situation in which each seasonal product in an 
aggregate is present for only one season of each year. The price for each product would be 
affected by circumstances in that product market that would not necessarily affect any of the 
other product markets, and hence the price series for each of the products could have a different 
evolution over time. Diewert, Alterman and Feenstra argue that, in situations with elements of 
this nature, no amount of smoothing of the month-to-month price realizations will necessarily be 
of any use for predicting the future change in the price level going from one month to the next. 

 However, year-over-year monthly indexes can always be constructed, even for strongly 
seasonal products. Many users directly need these indexes, and these indexes are also the 
building blocks as well for annual indexes and for rolling year indexes. Statistical agencies 

                                                 
41 Orcutt (1948) and Cochrane and Orcutt (1949) were early proponents of autoregressive filtering or differencing of 
the dependent and independent variables prior to testing the significance of regression coefficients in models with 
autocorrelated errors. On the need and also problems and results for autoregressive filters, see also Orcutt and 
Winokur (1969), Nakamura and Nakamura (1978), and Nakamura, Nakamura and Orcutt (1976). All tests of 
significance for apparent relationships among time series are seriously affected when the series themselves, or the 
error terms for the equations being estimated, contain substantial autoregressive or other non-white noise 
components. The coefficient estimates of the equation parameters may not be biased, but the estimates of the 
standard errors will be, thereby seriously distorting the significance test results. See also Durbin (1959, 1960), 
Jorgenson (1967), and Wallis (1974, 1978). 
42 The best known core inflation indicator is perhaps the CPI with food and energy excluded that Blinder (1982) 
proposed. See Bloem, Amknecht and Zieschang (2002) on the use of the CPI, PPI and other price indexes for 
inflation targeting in the conduct of monetary policies. 
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should compute these indexes. In addition, the Manual chapter argues for the importance of 
replicability, and year-over-year monthly indexes produce results that can readily be replicated 
by others given access to the same data.  

 Thus, we find that insights dating back more than 100 years are still valid today. The 
statistician Yule (1921b, p. 199) stated:  

“My own inclination would be to form the index number for any month by taking 
ratios to the corresponding month of the year being used for reference, the year before 
presumably, as this would avoid any difficulties with seasonal commodities. I should then 
form the annual average by the geometric mean of the monthly figures.” 

This approach was also promoted by Mudgett (1955) in the consumer price context and Stone in 
the producer price context. For example, Stone (1956, pp. 74-75) wrote: 

“The existence of a regular seasonal pattern in prices which more or less repeats itself 
year after year suggests very strongly that the varieties of a commodity available at 
different seasons cannot be transformed into one another without cost and that, 
accordingly, in all cases where seasonal variations in price are significant, the varieties 
available at different times of the year should be treated, in principle, as separate 
commodities.” 

More research needs to be done on the problems associated with the index number treatment of 
seasonal products. A consensus on what is best practice in this area has not yet formed. 
However, it appears that 12-month change indexes may offer the best approach for inflation 
monitoring.  
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