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THE UNRELIABILITY OF OUTPUT-GAP ESTIMATES IN REAL TIME

Athanasios Orphanides and Simon van Norden*

Abstract—We examine the reliability of alternative output detrending This paper investigates the relevance of these issues for

methods, with special attention to the accuracy of real-time estimate ; ; ;
the output gap. We show that ex post revisions of the estimated gap arsm)% measurement of the output gap in the United States since

the same order of magnitude as the estimated gap itself and that tHé¥@ 1960s, using several well-known detrending methods.
revisions are highly persistent. Although important, the revision of pul-or each method, we examine the behavior of end-of-

lished data is not the primary source of revisions in measured output gaps; _ ; e
the bulk of the problem is due to the pervasive unreliability of end-oa‘lga’mpIe output-gap estimates and of the revisions of these

sample estimates of the trend in output. Multivariate methods that inc&Stimates over time. We also decompose the revisions into
porate information from inflation to estimate the output gap are not moteir various sources, including that due to revisions of the

reliable than their univariate counterparts. underlying output data and that due to reestimation of the
process generating potential output.
I.  Introduction Presuming that revisions improve our estimates, the total

amount of revision gives us a lower bound on the measure-

NDERSTANDING macroeconomic fluctuations enment error thought to be associated with real-time output

tails the study of an economy’s output relative to itgaps. This is informative when and if we find that revision
trend or potential level. The difference between the two &rors are relatively large, because we can conclude that the
commonly referred to as the business cycle or the outpgtal error of these estimators must be larger still. Further-
gap. Although macroeconomic analysis often takes mag@ore, our results are quite general; they apply regardless of
surement of the output gap for granted, its constructionvghether output gaps are used to cyclically adjust budget
subject to considerable uncertainty. As a practical mattgalances, to forecast inflation, or for other purposes, and do
empirical estimates of the output gap for any given methe@t require a priori assumptions on the true structure of the
may not be particularly reliable. This may pose an acuggonomy or on the true time series model generating ob-
difficulty for economic stabilization policy that requiresserved output.
reliable estimates of the output gap in real time when policy
decisions are made. Il. Alternative Detrending Methods

Three distinct issues complicate measurement of the )

output gap in real time. First, output data may be revised,” détrending method decomposes the log of real output,
implying that output gaps estimated from real-time dafl Nt @ trend component, and a cycle component:
may differ from those estimated from data for the same 9 = i+ z. (1)
period published later. Second, as data on output in subse-
quent quarters become available, hindsight may clarify o8Bome methods use the data to estimate the tpganénd
position in the business cycle even in the absence of ddtfine the cyclical component as the residual. Others specify
revision. Third, the arrival of new data may instead make us

revise our model of the economy, which in turn revises Out An early exposition of issues pertaining to estimating trends appeared
estimated output gaps. in the inaugural issue of this Review (Persons, 1919). The potential
guantitative relevance of the issues we investigate has been pointed out

before. Kuttner (1994) and St-Amant and van Norden (1998) pointed out
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a dynamic structure for both the trend and cycle componeiigsiness cycle persistence. Specifically, it models the trend
and estimate them jointly. We examine detrending methods a random walk with drift, and the cycle as an AR(2)

that fall into both categories. process:
A. Deterministic Trends e =0+ p1 My (3)
The first set of detrending methods we consider assumez, = p,-z_; + p,* Z_, + €. (4)

that the trend in (the logarithm of) output is well approxi-

mated as a simple deterministic function of time. The line&teree, andm, are assumed to be i.i.d. mean-zero Gaussian

trend is the oldest and simplest of these models, and #ed mutually uncorrelated, ardd p, andp,, and the vari

guadratic trend is a popular simple extension. ances of the two shocks are parameters to be estimated (five
Because of the noticeable downturn in GDP growth aftét total).

1973, another simple deterministic technique is a breakingThe Harvey-Clark model similarly modifies the local

linear trend that allows for the slowdown in that year. Odinear trend model:

implementation of the breaking-trend method will incorpo-

rate the assumption that the location of the break is fixed *t = 91+ Be-1 + M, (5)
and known. Specifically, we assume that a break in the trend 5
at the end of 1973 would have been incorporated in real 9= 01t vy, (6)

time from 1977 on. This conforms with the debate regarding
the productivity slowdown during the 1970s and evidence
(for example, Council of Economic Advisers, 1977) that ifyo e n, v, and e, are assumed to be i.i.d., mean-zero,
would not have been reasonable to introduce the 1973 br‘??gussian, and mutually uncorrelated processespaadd

earlier but would be appropriate to do so as early as £974; 5nq the variances of the three shocks are parameters to be
estimated (five in total).

Zi=p1° 21+ prrZi ot € (7)

B. Unobserved-Components Models and the Hodrick-

Prescott Filter C. Unobserved-Components Models with a Phillips Curve

Unobserved-components (UC) models offer a generaly; tiyariate formulations of UC models attempt to refine

framework for decomposing output into an unobservetyimates of the output gap by incorporating information
trend and a cycle, allowing for an assumed dynamic strutsm other variables linked to the gap. However, they also
ture f_or these components. . . introduce additional sources of misspecification and param-
This framework can also nest smoothing splines, such g ncertainty, which may offset potential improvements.
popular filter proposed by Hodrick and Prescott (1997) (e, examine this issue, we consider two models which add a
HP filter).> We implement the HP filter, following Harvey pyjjins curve to the univariate formulations described

and Jaeger (1993) and King and Rebelo (1993), by writing,,e. those of Kuttner (1994) and Gerlach and Smets
it in its unobserved-components form. Assuming that tt‘(;eL997).

trend in (1) follows Let m, be the quarterly rate of inflation. The Kuttner

(1- L)%m=, ) ngsﬂnagizéﬁe following Phillips-curve equation to the

the HP filter is obtained from equations (1) and (2) under the
d (1) 2) Ami=& + & Aq+ &zt e+ &6

assumption thar; and v, are mutually uncorrelated white (8)
noise processes with a fixed relative variagc&Ve setg to + &5 €. p+ £ €3

correspond to the standard application of the HP filter with

a smoothing parameter of 1600. The Gerlach-Smets model modifies the Harvey-Clark model

UC models also permit more complex dynamics to Hgy adding a similar Phillips curve:
estimated, and we examine two such alternatives, by Watson
(1986) and by Harvey (1985) and Clark (1987). The Watson ATt = b1+ d2-z+ e+ bz €1+ bs- €2 (9)
model modifies the linear level model to allow for greater + b5 es
2We also investigated alternatives, including ones with a break b each case the sho&kis assumed i.i.d., mean-zero, and

unknown location and multiple breaks. Qualitatively, the results wegggyssian. In the Gerlach-Smets modglis also assumed
similar for the other alternatives. We also used Bai-Perron tests to

determine when an econometrician would have been able to detect worrdated with shocks driving thg dynamics of the trend
change in trend and obtained similar conclusions. and cycle components of output in the model. Thus, by

3The development of smoothing splines dates back to the work §dina the Phillios curve. the Gerlach-Smets model intro-
Whittaker (1923) and Henderson (1924), and discussion of its use ?r 9 dditi P | si ’ t that . timati
measuring business cycles may be found in Orphanides and van Nors?éf?es an adartional six parameters that require esumation

(1999). ({4, ..., dsp and the variance o&). The Kuttner model
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also allows for a nonzero correlation betwegnand the the long-run trend and the deviations around it. The differ-
shock to the cycley,. Thus, it introduces eight additionalence between the real-time and the quasi-real series is
parameters that require estimatiorg ({. . . , &}, the vari entirely due to the effects of data revision, since estimates in
ance ofe,, and its covariance withy,). the two series at any particular point in time are based on
data samples covering exactly the same period.
. For UC models, we further decompose the revision in the
. Data Sources and Revision Concepts estimated gap by defining quasi-final estimate. UC models
use the data in two distinct phases. First, they use the available
A. Data data sample to estimate the parameters of a time-series model
g}r output. Next, they use these estimated parameters to con-
; uct filtered and smoothed estimates of the output gap. For
compiled by Croushore and Stark (2001); we use the qUg{js ¢|ass of models, smoothed estimates of the output gap are

terly real-time var iables for rgal output fro_m_ 1965:1 _t%sed to construct the final series, whereas filtered estimates are
1997:4. Construction of the series and its revision over tim ed for the quasi-final seriés.

is further described in Orphanides and van Norden (1999).114 difference between the quasi-final and the quasi-real

We use 2000:1 data as final data, recognizing, of course, thglies reflects the use of different parameter estimates (full-
final” is very much an ephemeral concept in the measur

f ol he bivari del I§é1mple ones versus partial-sample ones) to filter the data.
ment of output. To implement the bivariate models, we alsg,e ‘axtent of the difference will reflect the importance of
use the quarterly rate of inflation in the consumer pricg, - neter instability in the underlying UC model. The
|n"dex (gPI) as available in %OOO.l.hCPfI data do TjOt 9€NYitference between the quasi-final and the final series re-
ally undergo a revision similar to that for output data. Wea s the importance of ex post information in estimating

therefore use this vintage of CPI data for all the analysigie outhut gap given the parameter values of the process
allowing us to focus our attention on the effects of revisiong,erating outp.

in the output data.

Most of our data are taken from the real-time data s

C. Sandard Errors and Confidence Intervals
B. Measuring the Revision of Output Gaps
For the UC models, we compute standard errors and the

We use our data with each of the detrending methoggiresponding Gaussian confidence intervals for the estimates
described earlier to produce estimated output-gap series. §&he output gaps and revisions. The Kalman filter and
apply each detrending method in a number of different waygoother provide estimates of the mean squared error associ-
in order to estimate and decompose the extent of thgd with the quasi-final (filtered) and final (smoothed) esti-
revisions in the estimated gap series. mates of the output gap. We use these to construct 95%

The first of these estimates for each method simply takgsnfidence intervals for these estimates of the gap and for their
the last available vintage of data (2000:1) and detrends#vision. The Kalman-filter standard errors are appropriate for
The resulting series of deviations from trend constitutes og&uging the size of the final-quasi-final revisions, in that both
final estimate of the output gap corresponding to thaktimates are conditioned on a given parameter vector. Because
method. these standard-error estimates ignore the effect of parameter

Thereal-time estimate of the output gap is constructed ifincertainty on estimation of the gap, we also employ the
two Stages. First, we detrend each and every Vintage of da@roximaﬂon Suggested by Ansley and Kohn (1986) to com-
available to construct an ensemble of output-gap serigste a comparable set of confidence intervals that capture this
That is, in every quarter we apply the detrending methQghcertainty. We use the Ansley-Kohn errors and confidence
with data as available during that quarter. Next, we use thegrvals to gauge the size of the total revisions. The Ansley-
different vintages to construct a new series, which consig®ghn standard errors approximate the uncertainty associated
of the latest available estimate of the output gap for eagfith the final parameter estimates. In this respect, they are
point in time. The resulting real-time estimate represents tiigjcal of the reliability calculations found previously in the
most timely estimate of the output gap which could bgutput-gap literature. We stress, however, that these capture
constructed in real time using the method employed.  neither the effects of data revision nor the presumably greater

The difference between the real-time and the final esfarameter uncertainty found in the shorter samples available
mate gives us the total revision in the estimated output g estimation in real time. A test statistic can also be con-

at each point in time. This revision may have severgircted, in the spirit of Diebold and Mariano (1995), of the
sources, one of which is the ongoing revision of published

data. To isolate the importance of this factor, we define @, yoth cases, the UC model's parameters are estimated using the full
third output-gap measure, thgasi-real estimate. The quasi- sample of the same data, which is then used for filtering and smoothing.

real estimate of the output gap is simplv the rolling estimai@e sole exception is the HP filter, for which no parameters are estimated.
putgap Ply 9 égSt-Amant and van Norden (1998) argue that the degree to which the

based on the_ﬁnal data series. That is, the gap at _pEIibd subsequent behavior of output is informative about the output gap is
calculated using only observations 1 througto estimate linked to the presence or absence of hysteresis in output.
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FIGURE 1.—ESTIMATES OF THE BusINESs CYCLE
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null hypothesis that the size of the revisions is consistent with V. Results
the estimated confidence intervals. Details on these calculaFigure 1 compares the estimated business cycles for the
tions may be found in the Appendix. eight different methods mentioned in section 2. Real-time
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FIGURE 2.

Total Revision in Business Cyele Estimates
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estimates are shown in the upper half of the figure, and firsbn series are highly persistent, with coefficients ranging
estimates are shown in the lower half. The shaded regidnsm 0.80 for the Gerlach-Smets model to 0.96 for the
reflect recessions as dated by the National Bureau of Eepradratic trend.

nomic Research (NBER). Several features are readily ap4t is worth noting that the statistical properties of these
parent. The different methods have strong short-term g@visions are broadly in line with those of the revisions of
movements; most appear to be moving upwards ejfficial” output-gap estimates for the United States. For
downwards at roughly the same time. Further, the differegkample, the revisions of Federal Reserve staff estimates of
methods typically give rise to a wide range of estimates fgsq output gap for the 1980s and early 1990s reported in
th_e output gap, though the_range Qf final estimates is nOt@F‘phanides (1998) have a root mean square of 2.84%,
wide as the range of real-time estimates. compared to a standard deviation of 2.44% for historical
estimates available at the end of 1994. The autocorrelation
of those revisions also exceeds 0.8.

Figure 2 shows the total revision in the output gap for
each method, that is, the difference between the final a'nﬁdDuring the 1960s and 1970s, Federal Reserve staff relied on the

real-time estimates. Table 1 provides descriptive statisti§g;ncil of Economic Advisers estimates of potential output to construct
on the various real-time, quasi-real, quasi-final, and finedtimates of the output gap. As shown in Orphanides (2000), the official

estimates, and Table 2 provides similar statistics for the tog?;imates for the 1960s and 1970s, produced and published by the Council
! of Economic Advisors and Commerce Department, were subject to even

r?V'S'On- Comparing the two tables, \_Ne see that the_ I'®Feater revision errors. Of course, such comparisons should be interpreted
sions are of the same order of magnitude as the estimai&d caution, as official estimates have been based on statistical method-

output gaps, although this varies somewhat across meth jies that have evolved over time—presumably reflecting changes in
' eliefs about how best to estimate the output gap—and also incorporate

The last COI‘_Jmn of T"_it?|e 2 reports the _e_stimated ﬁrSt'ordﬁBgemental considerations that cannot be fully captured with statistical
autocorrelation coefficients for the revisions. All the revimethods.

A. Revision Sze and Persistence
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TABLE 1.—QUTPUT-GAP SUMMARY STATISTICS TABLE 3.—SUMMARY RELIABILITY INDICATORS
Method MEAN Sl MIN MAX  COR Method COR NS NSR OPSIGN
Hodrick-Prescott Hodrick-Prescott 0.49 1.10 111 0.41
Final 0.04 1.65 —4.67 3.60 1.00 Breaking trend 0.82 0.69 0.69 0.22
Quasi-real -0.12 1.70 -3.96 3.79 0.55 Quadratic trend 0.58 0.97 1.07 0.35
Real-time —-0.27 1.90 —6.63 3.84 0.49 Linear trend 0.89 0.47 1.32 0.49
Breaking trend Watson 0.89 0.49 1.17 0.42
Final 0.18 2.58 —6.98 5.31 1.00 Kuttner 0.88 0.48 1.09 0.49
Quasi-real 0.56 2.79 —6.55 7.02 0.85 Harvey-Clark 0.77 0.64 0.84 0.34
Real-time 0.21 3.15 —10.52 5.02 0.82 Gerlach-Smets 0.75 0.73 1.11 0.41
Qua_ldratlc trend The table shows measures evaluating the size, sign, and variability of the revisions for alternative
Final 0.30 2,72 —7.39 5.20 1.00 methodsCOR denotes the correlation of the real-time and final estimates (from TabiNSHenotes the
Quasi-real —-0.70 2.71 —7.23 6.19 0.60 ratio of the standard deviation of the revision to that of the final estimate of thé\@®alenotes the ratio
Real-time ~0.96 3.03 ~-10.83 4.70 0.58 of the root mean square of the revision to the standard deviation of the final estimate of togepN

. denotes the frequency with which the real-time and final gap estimates have opposite signs.
Linear trend quency gap PP g

Final 130 387 544 806  1.00
Quasi-real —2.65 3.49 -10.32 7.02 0.88 .
Real-time 345 398 1052 502 osg captures the effects of persistent upward or downward
Watson revisions and exceeds 1 for six out of the eight methods
g'na' el g-gg 513; *g-g‘; g-gg é-gg reported’ Even the best methods have rather large ratios by
uasi-fina —0. . —o. . . . . . .
Quasi-real 171 237 -731 442 os3 thesecriteri&The last column provides the frequency with
Real-time -2.08 261 -7.43 356 089 Wwhich the real-time and final gaps were of opposite signs.
Kuét,ne{ 100 363 55 769 100 For five methods this frequency exceeds 40%, and for the
nal . . —o. . . . . 0
Quasi-final 078 351 561 692 o099 Kuttner and linear-trend models it is almost 50%. These
Quasi-real -1.63 2.79 -6.81 6.23 0.87  results show that the errors associated with real-time esti-
’ Rea"t'crrek —-237 316  -791 48 088 mates of the output gap are substantial. The ex post revi-
arvey-Clar . .
Final 025 217 -551 406 100 Sions are of the same order of magnitude as the ex post
Quasifinal -0.71 153  -462 321 089 estimates of the gap, the estimation errors appear to contain
gualsltfea' *8-82 1-8(13 *g-ég g-g; 8-% a highly persistent component of substantial size, and the
eal-ime —0. . —0. . . . . . . .
Gerlach-Smets real-time estimates frequently misclassify the sign of the
Final 008 195 -537 351 100 gap.
Quasi-final -057 155  —485 330  0.92
Quasi-real -0.89 2.57 -13.17 1.95 0.56 " -
Real-time 157 208 1105 o090 o075 B Decomposition of Revisions

e MEAN, e meane, the standard devietion: AN and MAX, e minmum and mama 10 N€IP U understand the importance of different factors
values.COR denotes the correlation with the final estimate of the gap for that method. All statistics aff) aCCOunting for the total revision for each methOd, in
for 1906:1-1997:4 Figures 3 through 8 we plot the real-time estimate of the
output gap together with its total subsequent revision and
Table 3 presents some measures of the relative imp@{e components of that revision. Table 4 presents related
tance of the revision in each series. Column 1 presents Hiinmary statistics.
correlation between the final and real-time series for eachrigure 3 shows results for the linear trend. As a guide to
method, which ranges from a low of 0.49 for the Hodricksybsequent figures for the other methods, we discuss this
Prescott filter to a high of 0.89 for the linear-trend anfigure in some detail. First, compare the total revision with
Watson models. The next two columméS andNSR, pro-  the real-time estimate. The fact that the revision is roughly
vide two proxies for the noise-to-signal ratio in the real-timgqual to the real-time estimate at the trough of the 1975
estimatesNS (NSR) is the ratio of the standard deviationrecession tells us that our final estimate of the output gap is
(the root mean square) of the total revision to the standaglighly zero. In other words, despite the extreme evidence
deviation of the final estimate of the gaNSR therefore of recession in the real-time estimate, ex post we would

judge that the economy was operating roughly at potential at

TABLE 2.—SUMMARY REVISION STATISTICS: that time, by this method.
FANAL VERSUS REAL-TIME ESTIMATES To understand the source of these revisions, the graph
Method MEAN SO RMS MIN  MAX AR also shows the effects of data revision (measured as the

Hodrick-Prescott 030 181 183 —-348 344 093 real-time estimate minus the quasi-real estimate). For ex-
Breaking trend ~ —0.04 1.78 178 -524 593 0.85 ample, the total revision and data revision are roughly the

Quadratic trend 125 264 291 —4.20 7.65 0.96 i i i

oo trend Ace ims 1o 509 1021 091 Samein both graphs in late 1995, which means that nearly
Watson 2.53 1.17 278 —-0.11 5.18 0.89

Kuttner 357 175 397 -0.83 729 092 7"The NSR value for the Federal Reserve staff estimates mentioned

Harvey-Clark 1.17 1.39 1.82 —2.07 4.25 0.92 earlier is 1.16.

Gerlach-Smets 164 143 217 —-1.42 6.33 0.80 8 Using the root mean square of the output gap as the benchmark for

The detrending method and statistics are as described in the notes to TRMS tlenotes the root Comparison yields similar conclusions. These alternative ratios can be
mean square of the revision series shown, ARdhe first-order serial correlation of the series. constructed from Tables 1 and 2.
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FIGURE 3.

Estimated Business Cyele: Linear Trend
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all of the revision in our estimated output gap for those Looking at the whole sample period, the data revision
quarters was due to subsequent revisions in the publishiedypically less than-2% of output, and its variability
data. tends to be small compared to that of the total revision.

FIGURE 4.

Estimated Business Cycle: Breaking Linear Trend
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FIGURE 5.

Estimated Business Cycle: Quadratic Trend
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This in turn means that most of the revision is due to tlgpiasi-real and real-time estimates of the output gap
addition of new points to our data sample. However, dashown in Table 4.

revisions still play a role, as can be confirmed by looking Figures 4, 5, and 6 show results for the breaking-trend,
at the summary statistics of the difference between theadratic-trend, and HP filter models. Again we note that

FIGURE 6.

Estimated Business Cyecle: Hodrick-Prescott
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FIGURE 7.

Estimated Business Cycle: Watson
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the total revision is often close to the size of the real-time Figures 7 and 8 show results from the four estimated UC
output gap. Further, although the data revisions seem to ptagdels. The models are paired so that each figure shows
a secondary role in explaining the total revision of theesults from a univariate model (upper panel) and its mul-
real-time estimates, some exceptions are notable. tivariate counterpart that incorporates information from a
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TABLE 4. —DETAILED BREAKDOWN OF REVISION STATISTICS In Figure 8 we consider the results from the Harvey-Clark
Method MEAN SO RMS MIN MAX AR and Gerlach-Smets models. For the Harvey-Clark model,
Hodrick-Prescott both parameter-revision and data-revision effects are rela-
Final-real-time 030 1.81 1.83-348 344 0.93 tively minor. In contrast, the Gerlach-Smets model exhibits
Flnal—_quaISI-reelllt_ %11631 %-56% %j%% —i-gg ﬁéé 8-22 much larger parameter revision, due in part to particularly
Brgggﬁgr%;&ea"me : : 007 L : 9% severe parameter instability in the quasi-real estimates of
Final-real-time —0.04 1.78 178 -524 593 085 the outputgap.Again, the addition of the Phillips curve does
Final-quasi-real —-038 147 151 -396 199 092 notappear to enhance the reliability of the resulting output-
Quasi-real-real-time 0.34 105 1.10-2.30 4.14 0.76 ap estimate
Quadratic trend gap S.
Final-real-time 125 2.64 291-420 7.65 0.96

Final-quasi-real 1.00 244 263-180 5.27 0.99 C. Turni Poi
Quasi-real-real-time 023 1.04 1.06-2.57 4.08 0.76 . Turning Points
Linear trend

Final—real-time 478 1.82 512 009 1021 o091 It is particularly interesting to know how the different
Final-quasi-real 395 181 434 007 643 096 business cycle measures do around business cycle turning
wlasireal-reaktime 080 121 1447167 414 079 points, since these are presumably periods when an accurate
Final-real-time 253 117 278-011 518 o0s9 and timely estimate of the output gap (and its changes)
Final-quasi-final 071 075 103-068 217 094 would be of particular interest to policymakers. To help
Quasireslreaiime 037 113 119 16 354 ogg AsSess this, we calculated a number of descriptive statistics
Kuttner regarding the size or the revision in real-time estimates in
Final-real-time 357 175 397-083 729 092 the three quarters centered about each of the NBER business

Final-quasi-final 042 043 0.60-0.63 129 0.91 ;
Quasifinalquasi-real 240 149 282-039 486 097 cycle peaks from 1966 to 1997. Results are shown in Table

Quasi-real—real-time 074 086 1.14-1.06 345 083 5. We see thatall methods seem to underestimate the output
HaFrveyq-CIarlk gap in the real-time estimates at cyclical peaks, although the
inal-real-time 117 139 1.82-207 425 092 - o - :
Final_quasi-final 096 108 141-106 323 o09a degree to which this is true varies considerably from one
Quasi-final-quasi-real —0.05 0.37 037 —-1.08 093 091 Method to another. The linear-trend, Watson, and Kuttner
Quasi-real-real-time 027 061 066-081 285 0.84 methods make the most severe underestimates, and all but

Gerlach-Smets the breaking-trend method underestimate the gap by more

Final-real-time 1.64 143 217-142 6.33 0.80
Final—quasi-final 065 079 1.02-0.88 257 093 than 1.5% on average.
Quasi-final-quasi-real 0.32 208 2.09-348 8.73 0.69
Quasi-real-real-time 0.68 194 2.05-7.88 567 0.61

D. Revisions and Confidence Intervals

See notes to Tables 1 and 2.

Figures 9 and 10 present the output-gap estimates and
Phillips curve (lower panel). Figure 7 presents the Watsdineir confidence intervals from the four estimated UC mod-
and Kuttner models. The two models provide somewhals. The upper and middle panels show quasi-final and final
similar real-time estimates of the gap. As with the modeéstimates of the output gap with their corresponding 95%
discussed earlier, the total revision is frequently close to thenfidence intervals. The lower panel shows the final-quasi-
size of the real-time output gap, and the data revision orfipal and total (final-real-time) revisions together with two
accounts for a small part of the total. Instead, changirsgts of confidence intervals, which alternatively ignore (Kal-
parameter estimates play a large role and systematicatipn) and include (Ansley-Kohn) the estimated effects of
revise potential output downwards. parameter uncertainty.

The revisions of the Watson and Kuttner models resembleComparing confidence intervals for the Harvey-Clark and
those of the linear-trend model seen in figure 3. ThiSerlach-Smets models in figure 9, we see that the Kalman
suggests that these models’ performance suffers from the@nds are somewhat narrower for the Gerlach-Smets model,
common assumption of a constant long-term trend in outgust the Ansley-Kohn bands are considerably wider, on
growth. Given the secular decline in output growth over o@verag€. This suggests that, in the absence of parameter
sample, this assumption leads to persistent downward rewicertainty, incorporating information from the Phillips
sions in estimates of the “constant” trend rate of growth.curve based on the final data helps narrow the uncertainty of

Note that the addition of the Phillips curve in the Kuttnethe estimated output gaps. However, this narrowing is re-
model does not enhance the reliability of the output-gajersed when parameter uncertainty is taken into account.
estimates relative to the Watson model. The figure and Table®erhaps more importantly, both sets of confidence bands
4 show that the total revision is both more biased and mdrelude zero in virtually every quarter from 1966 to 1997.
variable for the Kuttner model than for the Watson model.

Comparison of the standard deviation of the quasi-final< For the 1966:1-1997:4 period shown in the figure, the average Kalman
quasi-real revisions for the two models indicates that t@@ndard errors for the quasi-fingll estimatesofrom the Harvey-Clark and
error introduced by the estimation of the additional para%_(;rlach-Smets models are 2.32% and 1.93%, respectively. By contrast,

- ) ) corresponding average Ansley-Kohn standard errors are 2.46% and
eters required for the Kuttner model is substantial. 8.78%.
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FIGURE 8.

Estimated Business Cycle: Harvey-Clark
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This is true for both the final and quasi-final gaps and for Examining the revisions in the lower panel suggests
both models. Thus, these gap estimates are virtually netfeat neither the final plus quasi-final nor the total revi-
significantly different from zero in this sample. The situasions appear unusually large relative to their confidence
tion must be worse for real-time estimates, since these faneervals. This impression is confirmed by the results in
additional effects of parameter uncertainty and data revisitable 6. The first two columns give thRMS revisions
not allowed for in these bands. (final-real-time, from table 2) and the mean of the Ansley-
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TaBLE 5.—RevisioN StaTisTICS AT NBER FEAKS: Kohn standard errors for the revisions. The third column
FINAL VERSUS REAL TIME ESTIMATES reports the test statistic for the null hypothesis that these
Method MEAN & RMS MIN MAX revisions are consistent with these standard errors. The
Hodrick-Prescott 2.38 0.76 2.49 0.64 3.44 statistic is approximately normally distributed, so that
Breaking trend 0.67 0.55 0.86 —0.27 1.35 ; ; ; Qi lternative th he revi-
Quadratic trend 2.86 2.07 3.48 —0.95 5.20 r(_ajectlon against the one-sided alte {.;lt e that the e
Linear trend 5.40 1.38 556 357 750 Sions are larger than expected requires large positive
Watson 2.83 1.25 3.08 ;-19 3-85 values. For the Harvey-Clark and Gerlach-Smets models,
Kuttner 4.37 1.29 4.55 A1 5 . P . ..
Harvey-Clark 182 097 204 042 380 It shows no significant evidence that the revisions are
Gerlach-Smets 1.82 0.84 1.99 0.47 3.06 larger than one should expect.

The revision is defined as the difference between the final and the real-time estimates. For each
method, the sample used to compute the revision statistics is limited to the three quarters centered around
each of the NBER peaks from 1966 to 1997. See also notes to Tables 1 and 2.

FIGURE 9.

Estimates and 95% Confidence Intervals
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The upper and middle panels show the quasi-final and final estimates of the output gap, and the bottom panel shows the total and final-quasidfifealtrevisitinated UC models. Two sets of 95% confidence
intervals are also shown. Kalman is based on the Kalman-filter variances assuming no parameter uncertainty. Ansley-Kohn is based on an appabxileatinoorporates parameter uncertainty.
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Ficure 10.

Estimates and 95% Confidence Intervals
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See notes to Figure 9.

1990 1993 1996

TABLE 6.—STANDARD ERRORS AND TEST FORTOTAL REVISIONS

Revision Mean SE: Revision Size
Method RMS Ansley-Kohn Test Statistic
Watson 2.79 1.88 2.84*
Kuttner 3.98 1.32 3.23*
Harvey-Clark 1.82 1.75 0.07
Gerlach-Smets 2.18 3.20 -1.25

The root mean squar®iS) of the total revisions is from Table 2. The mean standard e8©y #énd
test statistic are computed for 1966:1-1997:4 as detailed in the Appendix. The test statistic is for theo
hypothesis that the size of the revisions is consistent with the estimated standard errors against

alternative that they are bigger, on average.
* Indicates rejection at the 0.1% significance level.

1966 1969 1072 1975 1978 1981 1984, 1987 1990 1993 1096

Figure 10 presents the corresponding estimates and con-
fidence bands for the Watson and Kuttner modelEhe
gaps for the Watson model are (with few exceptions) not
significantly different from zero. The Kuttner model gives
much more evidence of significant output gaps, including,
perhaps surprisingly, most of the first half of the 1990s.

The final-quasi-final revision falls within the Kalman
bands in virtually every quarter for both models. However,

o The average Kalman (Ansley-Kohn) standard errors for the quasi-final
eStimates from the Watson and Kuttner models are 1.81% (2.42%) and
1.83% (2.20%), respectively.
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the total revisions are frequently outside the Ansley-KoHtawed policy recommendatiodgin light of the unreliabil-
bands. This is reflected by the test statistics in table 6, whiith of real-time estimates of the output gap, great caution is
strongly reject the null in favor of the alternative that totalequired in their use.
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As noted in equation (A.2), the implied variability Bfr is simply the
difference of the variances of the filtered and smoothed estimates. When
6 is known, the Kalman filter guarantees that this difference is always

APPENDIX: CONFIDENCE INTERVALS positive semidefinite. The same cannot be said of the approximations
above forP(6) andPy1(0); neither Hamilton's nor Ansley and Kohn's
FOR UC MODELS method guatlrantee@m{e) > Pyr(6).2° However, a logical extension

. which guarantees this result is to simply use
A. Revisions

d -
Let Sy, denote the estimate of the unobserved state vektopndi var (Ryr) = (Py(6) — Pyr(6)) + 45 (Sr(6) — Si(0))]o=52
tional on the parameter vectérof the UC model as well as on all data

available through time. Since we do not obserw we replace it by its d
maximum likelihood estimatd. For convenience, we will refer t(0) X o (Sir(6) — S(6))'lo=- (A.4)
as thefiltered estimateS,, and toSr(6) as thesmoothed estimateS;r. For
a gll\iene, the revision in this estimate may be definedRas = Syr — Accordingly, (A.4) is used to generate the implied confidence intervals
Sye- . for the revisions under the null hypothesis that ~ N(O, Var (Ryr)).
If we havePy; = Var (§; — §) andPyr = Var (§r — §), then it
follows that C. Test Statistics
Py = Var (Sy—S) = Var (S, — S + (St — 9)), Equation (A.4) allows us to construct a confidence interval for the

(A.1) revision at any specific point in time. We also wish to test whether the

variability of Ry over the entire observed sample is consistent with what
Py = Var (Ryr) + Pyr + Cov(S;y — S, S — 9) we would expect from our UC model and its parameter estimates. One
way to test this would be to standardize the revisions by their estimated
standard errorsr = V' Var (R,;) and test the variance of the resulting
process. A problem here is th&r is almost certain to be serially
correlated. We correctforthisusingaheteroskedasticity-and autocorrelation-
Var (Ryr) = Py — Pyr. (A.2) consistent (HAC) estimator along the same lines as Diebold and Mariano

(1995). Specifically, we construct the test statistic

Provided this last term is zero, the variance of the revision must be

St — Syr will be orthogonal toSr — S, becauses;r incorporates all T
information available up to tim@.'% In what follows, we use equation D=|= R/ 2_ 1|t A5
(A.2) as the basis of our calculations for the confidence intervals sur- T ;1 (Ryrloryr) @ (A-5)
rounding revisionsRyr. N

which has an asymptotic standard normal distribution under the null
B. Standard Errors hypothesis thaE(R;7) = 0 andE(Ry?) = oyr® Here,w is a HAC
estimate of the standard deviation & ¢/or)2. Approximatep-values

If & were known,Py;(6) and Py+(6) might be calculated_using the for D were simply calculated using the standard normal cdf. For the
usual Kalman-filter equations. In reality, however, we have énnd its  results reported in Table 6, we computed the statistic using eight lags and
estimation uncertainty therefore adds to the uncertainty in our estimate8artlett kernel. We found similar results using a Parzen kernel and using
output gaps. We therefore require estimatesPg{6) > Py (6) and lag truncation parameters from 5 to 10.

Pyr(8) > Pyr(6).

Hamilton (1986) suggests a Bayesian simulation approach to the; - . .
problem. It drawsn i.i.d. parameter vectorg from a multivariate normal See Hamilton (1994, section 13.7, pp. 397-399) for a more detailed
distribution N(B, 3,),® then uses the simulated values of rfjL/ €Xposition. o _ _
S0 (Sp(0) — Sy(6))2 and (L)L, (Syx(6) — Syx(6y))? as estimates of See Harvey (1989, p. 149). These derivatives are typically not-avail

able in closed form, but may be easily computed numerically.
— 19 Quenneville and Singh (2000) and Pfeffermann and Tiller (2000) both
141f 6 is fixed at its full-sample (final) estimate, this corresponds to theuggest more sophisticated approximations. However, the former’s simu-
revision from the quasi-final to the final estimate of the state vector. lations show that their method works only about as well as Ansley and
15 More generally, this would continue to hold if we replac&g6) with  Kohn’s, while the latter method is too computationally intensive to be
Sﬁ‘(Q) and Syr(8) with S;r(6) for any arbitrarye. R practical in our context.

63, is simply the estimated variance-covariance matri¥ afbout its ~ 2°In practice, this proved to be a problem for both methods, although the

true valued. problem was more common for the Hamilton method.
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