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Motivation

What’s important for macroeconomic policy?
Microeconomic policy (aka growth) also important.

Macroeconomics cares about trends.
Critical for intertemporal budgeting.
Aggregate Trends

• “Potential Output”, “NAIRU”, “Equilibrium”
Macroeconomics cares about cycles.

Cycle = deviation from trend
Critical for counter-cyclical policy.

How reliable are the signals for policy?
Can we improve them?
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Sources of Measurement Error

1. Model Misspecification
 instead of 

2. Parameter Uncertainty
 instead of 

3. Measurement Error
 instead of 

4. Forecast Error
 instead of 

Stark has talked about  vs. .
Tetlow will talk about  vs. 

c f X( )= c g X( )=

c f X θ,( )= c f X Θ,( )=

c f X̃ θ X̃( ),( )= c f X Θ,( )=
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Model Misspecification

Orphanides and van Norden 2002 Figure 1.



Figure 1

Real-Time Estimates of the Business Cycle
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Final Estimates of the Business Cycle
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Figure 2

Total Revision in Business Cycle Estimates
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Table 3 presents some measures of the relative impor-
tance of the revision in each series. Column 1 presents the
correlation between the final and real-time series for each
method, which ranges from a low of 0.49 for the Hodrick-
Prescott filter to a high of 0.89 for the linear-trend and
Watson models. The next two columns,NS andNSR, pro-
vide two proxies for the noise-to-signal ratio in the real-time
estimates.NS (NSR) is the ratio of the standard deviation
(the root mean square) of the total revision to the standard
deviation of the final estimate of the gap.NSR therefore

captures the effects of persistent upward or downward
revisions and exceeds 1 for six out of the eight methods
reported.7 Even the best methods have rather large ratios by
these criteria.8 The last column provides the frequency with
which the real-time and final gaps were of opposite signs.
For five methods this frequency exceeds 40%, and for the
Kuttner and linear-trend models it is almost 50%. These
results show that the errors associated with real-time esti-
mates of the output gap are substantial. The ex post revi-
sions are of the same order of magnitude as the ex post
estimates of the gap, the estimation errors appear to contain
a highly persistent component of substantial size, and the
real-time estimates frequently misclassify the sign of the
gap.

B. Decomposition of Revisions

To help us understand the importance of different factors
in accounting for the total revision for each method, in
Figures 3 through 8 we plot the real-time estimate of the
output gap together with its total subsequent revision and
the components of that revision. Table 4 presents related
summary statistics.

Figure 3 shows results for the linear trend. As a guide to
subsequent figures for the other methods, we discuss this
figure in some detail. First, compare the total revision with
the real-time estimate. The fact that the revision is roughly
equal to the real-time estimate at the trough of the 1975
recession tells us that our final estimate of the output gap is
roughly zero. In other words, despite the extreme evidence
of recession in the real-time estimate, ex post we would
judge that the economy was operating roughly at potential at
that time, by this method.

To understand the source of these revisions, the graph
also shows the effects of data revision (measured as the
real-time estimate minus the quasi-real estimate). For ex-
ample, the total revision and data revision are roughly the
same in both graphs in late 1995, which means that nearly

7 The NSR value for the Federal Reserve staff estimates mentioned
earlier is 1.16.

8 Using the root mean square of the output gap as the benchmark for
comparison yields similar conclusions. These alternative ratios can be
constructed from Tables 1 and 2.

TABLE 1.—OUTPUT-GAP SUMMARY STATISTICS

Method MEAN SD MIN MAX COR

Hodrick-Prescott
Final 0.04 1.65 �4.67 3.60 1.00
Quasi-real �0.12 1.70 �3.96 3.79 0.55
Real-time �0.27 1.90 �6.63 3.84 0.49

Breaking trend
Final 0.18 2.58 �6.98 5.31 1.00
Quasi-real 0.56 2.79 �6.55 7.02 0.85
Real-time 0.21 3.15 �10.52 5.02 0.82

Quadratic trend
Final 0.30 2.72 �7.39 5.20 1.00
Quasi-real �0.70 2.71 �7.23 6.19 0.60
Real-time �0.96 3.03 �10.83 4.70 0.58

Linear trend
Final 1.30 3.87 �5.44 8.06 1.00
Quasi-real �2.65 3.49 �10.32 7.02 0.88
Real-time �3.45 3.98 �10.52 5.02 0.89

Watson
Final 0.45 2.37 �5.34 4.56 1.00
Quasi-final �0.26 2.19 �5.07 5.06 0.95
Quasi-real �1.71 2.37 �7.31 4.42 0.83
Real-time �2.08 2.61 �7.43 3.56 0.89

Kuttner
Final 1.20 3.63 �5.52 7.69 1.00
Quasi-final 0.78 3.51 �5.61 6.92 0.99
Quasi-real �1.63 2.79 �6.81 6.23 0.87
Real-time �2.37 3.16 �7.91 4.86 0.88

Harvey-Clark
Final 0.25 2.17 �5.51 4.06 1.00
Quasi-final �0.71 1.53 �4.62 3.21 0.89
Quasi-real �0.66 1.60 �4.14 3.41 0.81
Real-time �0.93 1.91 �6.99 3.02 0.77

Gerlach-Smets
Final 0.08 1.95 �5.37 3.51 1.00
Quasi-final �0.57 1.55 �4.85 3.30 0.92
Quasi-real �0.89 2.57 �13.17 1.95 0.56
Real-time �1.57 2.08 �11.05 0.90 0.75

The alternative detrending methods are as described in the text. The statistics shown for each variable
are: MEAN, the mean;SD, the standard deviation; andMIN and MAX, the minimum and maximum
values.COR denotes the correlation with the final estimate of the gap for that method. All statistics are
for 1966:1–1997:4.

TABLE 2.—SUMMARY REVISION STATISTICS:
FINAL VERSUS REAL-TIME ESTIMATES

Method MEAN SD RMS MIN MAX AR

Hodrick-Prescott 0.30 1.81 1.83 �3.48 3.44 0.93
Breaking trend �0.04 1.78 1.78 �5.24 5.93 0.85
Quadratic trend 1.25 2.64 2.91 �4.20 7.65 0.96
Linear trend 4.78 1.82 5.12 0.09 10.21 0.91
Watson 2.53 1.17 2.78 �0.11 5.18 0.89
Kuttner 3.57 1.75 3.97 �0.83 7.29 0.92
Harvey-Clark 1.17 1.39 1.82 �2.07 4.25 0.92
Gerlach-Smets 1.64 1.43 2.17 �1.42 6.33 0.80

The detrending method and statistics are as described in the notes to Table 1.RMS denotes the root
mean square of the revision series shown, andAR the first-order serial correlation of the series.

TABLE 3.—SUMMARY RELIABILITY INDICATORS

Method COR NS NSR OPSIGN

Hodrick-Prescott 0.49 1.10 1.11 0.41
Breaking trend 0.82 0.69 0.69 0.22
Quadratic trend 0.58 0.97 1.07 0.35
Linear trend 0.89 0.47 1.32 0.49
Watson 0.89 0.49 1.17 0.42
Kuttner 0.88 0.48 1.09 0.49
Harvey-Clark 0.77 0.64 0.84 0.34
Gerlach-Smets 0.75 0.73 1.11 0.41

The table shows measures evaluating the size, sign, and variability of the revisions for alternative
methods.COR denotes the correlation of the real-time and final estimates (from Table 1).NS denotes the
ratio of the standard deviation of the revision to that of the final estimate of the gap.NSR denotes the ratio
of the root mean square of the revision to the standard deviation of the final estimate of the gap.OPSIGN
denotes the frequency with which the real-time and final gap estimates have opposite signs.

THE REVIEW OF ECONOMICS AND STATISTICS574
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Forecast and Measurement Error

Orphanides and van Norden (2002) 
Figure 2.
Table 3.

Policy Implications
Orphanides and van Norden (2005)

• No evidence that such gaps help forecast inflation.
Orphanides

• The Great Inflation was caused by trend mismea-
surement, not “wimping out.”

This is not primarily a data measurement 
problem.

This is a forecast error problem.
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Fiscal Surveillence

Central Role in EMU via SGP & EDP
European Commission assessments use EcoFin’s 

Cyclically-Adjusted Balance
• Revisions to Estimates of Cycles
• Revisions to Government Fiscal Estimates

Hughes Hallet, Kattai, Lewis (2007)
Compare “Real-Time” and “Final Estimates” of CAB.

• OECD Estimates
Figure - Appendix F

• Revisions to both components matter.
Table 3 - revisions persist, but vary across countries.
False Alarms are more numerous than True Alarms.



Appendix F. Real time CAB vs ex post CAB
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Figure 1: Yearly change in cyclically adjusted budget balance.
Source: OECD Economic Outlook 58-78, authors’ own calculations.

Regression equation for real time data (t-statistics in brackets):
∆CABexpost = 0.07 + 0.80*∆CABrealtime

(0.06) (11.27) R2=0.635

Regression equation for hypothetical data:
∆CABexpost = 0.05 + 0.71*∆CABHypothetical

(1.04) (22.37) R2=0.732

38



As earlier, the final "true value" is the one reported in 2005 Economic Out-
look (f = 2005 with the exception of Germany, where f = 2004). The initial
period is t0 = 1995; and, as before, n = 7 (with the exception of Germany in
case of which n = 6). The results are shown below in table 3.

Table 3: Revisions in OECD’s CAB estimates: RMSE

s= 0 1 2 3 4 Mean
Australia 1.04 0.72 0.87 0.78 0.48 0.78
Austria 0.91 0.86 0.75 0.58 0.34 0.69
Belgium 0.57 0.33 0.43 0.68 0.54 0.51
Canada 1.27 1.02 0.78 0.67 0.40 0.83
Denmark 1.58 1.62 1.53 1.41 1.28 1.49
Finland 2.18 1.83 1.70 1.11 0.53 1.47
France 0.52 0.50 0.38 0.40 0.17 0.39
Germany 0.94 0.73 0.54 0.36 0.21 0.56
Greece 3.06 2.70 2.72 2.10 1.54 2.42
Ireland 2.05 1.08 0.94 0.93 0.84 1.17
Italy 1.56 1.01 0.63 0.49 0.30 0.80
Japan 1.94 1.56 1.12 0.85 0.71 1.23
Netherlands 1.30 0.95 0.45 0.30 0.51 0.70
Norway 2.13 1.17 0.35 0.82 0.35 0.96
Portugal 2.05 1.49 1.04 0.80 0.50 1.18
Spain 0.83 0.80 0.97 1.16 0.88 0.93
Sweden 1.55 1.52 1.39 1.35 1.04 1.37
United Kingdom 0.96 0.46 0.31 0.26 0.12 0.42
United States 0.53 0.49 0.50 0.51 0.42 0.49
Mean 1.38 1.09 0.95 0.82 0.60 0.97

Source: OECD Economic Outlook 58-78, authors’ own calculations.

During 1995–2001 the OECD’s real time estimate of the CAB (i.e. s =
0) deviated from its final value by 1.4pp. The variance of the error across
countries is significant, ranging from between between 0.5 pp in France and
the United States and 3pp in Greece. The year after, the average error de-
creases to 1.1 pp and falls gradually to about 0.6pp four years later (see ta-
ble 3). Compared to revisions in actual budget deficits (table 2), the error in
CAB is roughly 50% higher across the vintages, indicating that revisions to the
output gap are important source of error (for a full tabulation of the cyclical
component of the budget deficit, see Appendix B).
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The Gordon Problem

What about Productivity Growth?
Data revisions look important.

• unpublished figure.
Difficulty in detecting changes in trend.

• van Norden (2006) Figures 7A, 9A
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Limits of Accuracy

1. Assume that we want a frequency-based 
measure of trends (or cycles.)

Burns and Mitchell, Stock and Watson.
This is not an innocuous assumption.

2. Ignore all data measurement error.

Optimal (MSE) estimates only depend on 
1) The frequencies that we want to isolate.
2) Available data + optimal forecasts of missing obs.
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Better Measurement of Trends & Gaps

Hard Choices

1. Change the definition of what we’re trying 
to measure.

Ignore the frequency-based approach.
• “Structural” Models?
• “Factor” Models?

• Giannone’s remarks

2. Forecast Better.
That’s hard.




