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Abstract

We introduce a vintage capital model in which workers are matched with machines

of increasing quality. Quality improvements of the machines are the sole source of

technological change in this economy. However, the matching of workers with ma-

chines implies that there is no well de�ned capital aggregate in this economy. Hence,

investment price indices are a spurious measure of price changes in capital goods. We

show that the use of such spurious measures of investment price changes can lead to

misleading conclusions about (changes in) the trend properties of the economy.

keywords: imperfect competition, price indices, vintage capital.

JEL-code: O310, O470, C190.

�Correspondence: Federal Reserve Bank of New York. Research and Statistics Group. 33 Liberty Street,

3rd �oor. New York, NY 10045. E-mail: bart.hobijn@ny.frb.org. The views expressed in this paper do not

necessarily re�ect those of the Federal Reserve Bank of New York, nor those of the Federal Reserve System.

This paper is based on FRBNY sta¤ report #139, entitled �Is Equipment Price De�ation a Statistical

Artifact?�. Comments by Ana Aizcorbe, Susanto Basu, Boyan Jovanovic, Sam Kortum, Steve Oliner, and

Kevin Stiroh have been instrumental in writing this paper.

1



1 Introduction

Many recent empirical studies of technological change have used changes in the relative

price of investment goods with respect to consumption goods as a measure of the degree of

investment speci�c or embodied technological change. These studies include, among others,

Greenwood, Hercowitz, and Krusell (1997,2000), Violante, Ohanian, Ríos-Rull, and Krusell

(2000), Cummins and Violante (2002), Fisher (2002), Altig, Christiano, Eichenbaum, and

Linde (2005), Ireland and Shuh (2006).

Other studies, like Jorgenson and Stiroh (2000) and Oliner and Sichel (2000), emphasize

the importance of information technology (IT) production and capital for aggregate U.S.

productivity growth.

What these studies have in common is that their main conclusions in large part hinge on

the way investment prices are measured. In particular, they hinge on the assumption of the

existence of an aggregate or IT capital stock, the price of which is properly re�ected by the

price index used.

A large literature has evolved around the question whether price indices properly re�ect

the quality improvements embodied in capital. An example of the recent contributions along

this strand of the literature is Pakes (2003).

In this paper we examine this issue from another angle. Instead of considering whether

price indices properly re�ect capital price changes, we consider a case in which the assumed

capital aggregate, the price of which is supposed to be approximated by the price index,

does not even exist in the �rst place.

To illustrate our case, we introduce a vintage capital model, in the spirit of Johansen

(1959), Arrow (1962), and Jovanovic (1999,2004). In it, workers of di¤erent skill levels are

matched with machines of di¤erent and increasing quality. The quality improvements of

machines are the sole source of economic growth in our model. Each worker can only use

one machine, such that the capital labor ratio is �xed. The assignment of workers across

machines means that capital vintages and labor are intertwined to such a degree that there is

no aggregate production function representation in terms of labor and an aggregate capital
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stock.

The non-existence of an aggregate capital stock is nothing new. Fisher (1969) showed

that in the case of embodied technological change such a capital stock only exists if the

vintage-speci�c production functions are Cobb-Douglas. Because of the �xed capital labor

ratio, in our model the vintage speci�c production functions are Leontief instead, just like

in Solow, Tobin, von Weizsacker, and Yaari (1966). The problem is that the application

of a capital price index in the absence of an aggregate capital stock can lead to deceiving

conclusions about (the sources of) economic growth in our model.

The trend in our model is fully determined by the exogenous rate of embodied technolog-

ical change. However, we show that, when one applies conventional investment price indices,

the measured trend properties of the economy depend on the competitive and cost structure

of the capital goods producing sector as well as on the skill distribution of workers that use

the capital goods.

For example, we show that in our model an increase in competition in the capital goods

producing sector that does not a¤ect the rate of embodied technological change, leads to

an increase in the rate of decline in the relative price of investment goods and increases in

the growth rates of real investment, real GDP, and investment speci�c technological change.

It would thus result in a shift in the measured trend properties of the economy, while the

actual theoretical underlying trend does not change.

The discussion about the existence or non-existence of appropriate capital aggregates

has a long history in macroeconomics. It was at the heart of what Harcourt (1969) termed

the Cambridge Capital Controversy. This controversy was initiated by Robinson�s (1959)

criticism of the neoclassical assumption of the existence of an aggregate capital stock.

This paper points out a speci�c new issue where it might be relevant: The measurement

of the growth rate of aggregate economic activity.

The assumption of the existence of proper capital aggregates underlies almost all of the

existing measures of economic activity. However, we show how applying price index methods

when such aggregates do not exist might lead to misleading results about economic growth

and productivity.
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We do not provide any direct measurement solutions for what to do when one suspects the

identifying assumption of the existence of a proper capital aggregate is invalid. Therefore,

we would like to emphasize that this paper merely provides a counterexample as a note of

caution. That is, we do not claim that all studies that rely on investment price indices have

yielded spurious results. Instead, we would just like to point out that there might be an

alternative explanation for the �stylized facts�that these studies claim to document.

The structure of this paper is as follows. In the next section we introduce our model

economy. Because our argument does not hinge on transitional dynamics, we consider an

economy that is always on its balanced growth path. In Section 3 we derive the equilib-

rium balanced growth path of the economy and prove its relevant properties. In Section 4

we consider what we would actually measure in terms of economic aggregates in our model

economy. We do so in two stages. First, we derive an aggregate production function rep-

resentation and show that there is no aggregate capital stock. Secondly, we show how the

spurious application of a capital price index in this case can yield misleading statistics on

the decline of the relative price of capital, and the growth rates of real investment, real GDP,

total factor productivity, and investment speci�c technological change. Section 5 contains a

numerical example that we use to illustrate the issues presented in Section 4. We discuss the

empirical relevance of our theoretical results in Section 6. Finally, we conclude in Section 7.

Mathematical details are left for Appendix A.

2 Model

The model that we introduce is a model of embodied technological change. In our model, a

continuum of workers with heterogenous levels of human capital in each period choose a type

of machine that they use to produce a homogenous �nal good. The machines are supplied

by a set of �rms that compete monopolistically. The �nal good is used as a consumption

good as well as the input in the production of machines.

The main results of this paper are easiest explained along a balanced growth path. For

this reason, we develop a model economy that is always on its balanced growth path. This

4



allows us to make the simplifying assumptions of linear preferences and innovations of equal

size at a constant frequency.

The following four subsections introduce the household sector, �nal goods sector, capital

goods sector, as well as the type of exogenous embodied technological progress in our model

economy respectively.

2.1 Households

A household in our economy consists of a single in�nitely-lived worker. All households have

linear preferences in the sense that a household, which, for reasons explained below, we index

by h, that consumes ct+s (h) for s = 0; 1; 2; : : : gets the following level of utility

(1)
1X
s=0

�sct+s (h) where 0 < � < 1

The household maximizes this objective subject to the intertemporal budget constraint that

(2) at+s+1 (h) = (1 + rt+s) at+s (h) + wt+s (h) + �t+s � ct+s (h)

Here at+s (h) denotes the real assetholdings of the household at the beginning of period t+s,

rt+s is the real interest rate at time t+ s, wt+s (h) is the real wage rate the household earns,

�t+s are the dividend payments that the household receives over the shares it owns in capital

goods producing �rms1.

The intertemporal optimality condition for the households in this economy implies that

for consumption to be positive in each period, the real interest rate has to satisfy

(3) rt =
1� �
�

� r for all t

which is what we assume throughout the rest of this paper.

1We assume that the shares in these �rms are equally distributed among the households, because of which

they all get equal dividend payments. However, as Caselli and Ventura (2000) show, the aggregate behavior

of our economy will not depend on the distribution of shares.
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2.2 Final goods producers

Firms produce a homogenous �nal (consumption) good by matching workers of di¤erent

skill-levels with machines of di¤erent quality. The capital labor ratio is �xed such that each

worker is only matched up with a single machine.

We take a certain degree of heterogeneity among workers as given. The relevant dimen-

sion of heterogeneity across workers is their human capital levels. We denote the human

capital level of a particular worker by h. There is a continuum of workers of measure

one whose human capital levels are uniformly distributed on the interval (h; h], such that

h v unif
�
h; h

�
.

Just like workers, machines are also heterogenous in this economy. There is a countably

�nite number of types of machines supplied in each period. We denote a particular type,

or vintage, of machine by � 2. Each vintage of machine embodies a di¤erent quality, where

At�� > 0 denotes the number of e¢ ciency units embodied in a machine of vintage age � .

Throughout, we will assume that there is no technological regress such that At � At�1 > 0

for all t.

The combination of a worker of type h and a machine of vintage age � yields hAt�� units

of output3.

In order to avoid having to consider intractable intertemporal optimization problems

and having to make assumptions about possible second hand markets, we will assume that

machines fully depreciate in one period. This assumption basically implies that the machines

considered here are equivalent to intermediate goods in the sense of Aghion and Howitt (1992)

and Romer (1990).

Firms cannot use these machines for nothing. The price of a machine of quality At�� at

time t is Pt;� . This price is measured in units of the �nal good, which we use as the numeraire

2The notational convention that we use in this paper follows Chari and Hopenhayn (1991) in the sense

that � represents �vintage age�. That is, At represents the frontier technology level at time t and At�� is the

frontier technology level of � periods ago.
3This setup of the production function is similar to the preference setup used by Bresnahan (1981) to

estimate marginal cost pro�les and markups in the American automobile industry.
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good throughout.

Given this production technology, vintage pro�le of prices, and the menu of available

vintages of machines, in each period a �rm that employs a worker with skill level h chooses,

from this menu, the type of machine that maximizes labor service �ows. These labor service

�ows are the di¤erence between the revenue generated by the sale of the �nal goods produced

and the cost of the machine used to produce them.

That is, if Tt denotes the set of available technology vintage ages and At the set of

associated productivity levels of the machines, then �rms will assign a worker with human

capital level h to a technology from the technology choice set �t (h), which is de�ned as

(4) �t (h) =

�
� 2 Tt

����� 2 argmax
s2Tt

fhAt�s � Pt;sg
�

Let wt (h) be the wage rate of a worker with human capital level h, then competition and free

entry on the demand side of the labor market implies zero pro�ts such that the wage rate of

a worker with skill level h equals revenue minus capital expenditures. Mathematically, this

implies

(5) wt (h) = hAt�� � Pt;� , for all � 2 �t (h)

When we aggregate over workers of all human capital levels, we obtain the relevant capital

demand sets. Let Pt be the vector of prices charged for the available machines, then the set

of buyers of machines of vintage age � , which we denote by Dt (� ;Pt;At) ; is given by

(6) Dt (� ;Pt;At) =

�
h 2 (h; h]

����� 2 argmax
s2Tt

(hAt�s � Pt;s)
�

These sets determine the demand for each of the available vintages of machines.

2.3 Capital goods producers

Machine designs are assumed to be patented forM periods and each period there is one new

machine design patented.

During the �rst M periods of a machine design�s life, the particular machine is supplied

by a monopolist �rm. After the patent expires the machine design is public domain and

there is perfect competition in the supply of these machines.
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In order to show the generality of our results, we allow for one monopolist selling all

M patented machines, M monopolistic competitors that each sell one particular vintage of

machine, or any case in between.

Hence, each supplier may supply more than one patented machine design. We denote the

number of suppliers of patented machines by N � M and index them by n. The function

�t (�) identi�es the supplier of machines of vintage � .

The technology used to produce machines is as follows. Units of the �nal (consumption)

good are the only input needed in machine production. We make this assumption to avoid

having to deal with the selection of workers across the �nal goods and capital good producing

sectors. Production of a continuum of mass Kt;� of machines of type At�� requires the use

of

(7) hAt��Kt;� +
c

2
At��K

2
t;�

units of the �nal good. The cost parameter c > 0 determines the degree to which the capital

goods producers are subject to decreasing returns to scale.

The question that is left is how these machine producers end up choosing the prices of

their machines. Suppose supplier n supplies a total of vn vintages. Let �n1 ; �n2 ; �n3 ; :::�nvnbe

the vintages supplied by supplier n. Then the vector of prices chosen by supplier n can be

denoted

(8) Pt;n =
�
Pt;�n1 ; : : : ; Pt;�nvn

	
.

Throughout this paper, we focus on Pure Strategy Nash (PSN) equilibria. For the particular

problem at hand here this implies that supplier n takes the prices set by the other supplies,

which we denote by the vector P
0
t;n, and the productivity levels of the machines, i.e. the

At�� for � 2 Tt, as given.
Given these variables, producer n chooses the prices of his machines to maximize pro�ts.

This implies that Pt;n is an element of the best response set

BRt

�
� ;P

0

t;n;At

�
=

�
Pt;n 2 Rvn+(9) �����Pt;n 2 argmaxP2Rvn+

(
vnX
i=1

�
PiKt;�ni

� hAt��niKt;�ni
� c

2
At��niK

2
t;�ni

�))
(10)
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Where Kt;�ni
equals the mass of workers that demand machines of vintage age �ni at the

prices set4.

Because patents expire after M periods, these best response sets only apply to � =

0; : : : ;M � 1. For machines that were designed M or more periods ago, perfect competition

implies that price must equal average cost and that free entry drives both to hAt�� . Hence,

Pt;� = hAt�� for � �M .
The corresponding pro�ts are

(11) �t;n =

vnX
i=1

�
PiKt;�ni

� hAt��niKt;�ni
� c

2
At��niK

2
t;�ni

�
for all Pt;n 2 BRt

�
� ;P

0

t;n;At

�
for � = 0; : : : ;M � 1 and are zero for � �M .

2.4 Technological progress

What generates the improvements in the quality of machines does not matter for the ar-

gument in this paper. Therefore, we simply assume that the quality of machines grows

exogenously. In particular, we assume that the quality of machines grows at a constant rate

g, such that At+1 = (1 + g)At, where g > 0. Thus, g is the exogenous rate of embodied

productivity growth in our economy. We also assume that the patent for this innovation is

randomly awarded to one of the households in the economy5.

Throughout, we consider two cases. The �rst is the one in which the household hangs

on to this patent and becomes the owner of one of the monopolistically competing machine

suppliers. Because there is a continuum of households, the probability that one household

holds the patent for two of theM patented machines is a zero probability event. Hence, this

is the case in which there is monopolistic competition between M di¤erent suppliers. We

refer to this as the �monopolistic competition�case.

The second is the one in which the market for machines is dominated by a monopoly �rm

that buys out the patentholders of new machine designs in each period. In this market the

4Formally, Kt;�ni
is the Lebesque measure of the demand set D

�
�ni ;

�
P0t;n;Pt;n

�
;At

�
.

5In principle, one could include an R&D sector in the model that is �nanced using the pro�ts made by the

monopolistic competitors. This would signi�cantly complicate the equilibrium conditions in this economy

and would not change the main results that are the focus of this paper.
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same �rm will hold a monopoly in the supply of all machines along the equilibrium path.

We refer to this as the �monopoly�case.

3 Equilibrium

In this section we derive the equilibrium outcome and prove the relevant properties of this

economy along its balanced growth path. These are the properties that drive our main

results on measurement issues that are presented in the next section.

We derive the equilibrium in three steps. First of all, we solve for the machine demand

decisions made by the workers in the �nal goods sector. Secondly, we obtain the optimal

price setting strategies by the suppliers of the di¤erent vintages of machines in response to

the demand functions derived in the �rst step. Finally, we combine the results of the �rst

two steps to derive the balanced growth path of our model economy. We only describe the

main results and their intuition here. The details of the derivations are left for Appendix A.

3.1 Demand for machines

Because our setup in the �nal goods sector is similar to that of the car market in Bresnahan

(1981), so are the resulting demand functions. They satisfy the following two main properties,

independent of the set of technologies sold, i.e. At, and the prices set for the patented designs,

i.e. Pt.

First of all, better workers end up using better machines. That is, there is endogenous

assortative matching between workers and machines. Mathematically, this can be written as

(12) For h0 > h, if h 2 Dt (� ;Pt;At) then h0 =2 Dt (� 0;Pt;At) for all � 0 > �:

Assortative matching between machines and workers is a natural outcome when a technology

exhibits capital-skill complementaries, like in the �nal goods sector in our model. Jovanovic

(1999,2004) are examples where this is the case as well.

This assortative matching result also implies that the demand sets are connected. That

is, for vintages of machines for which there is positive demand, they are of the form

(13) Dt (� ;Pt;At) =
�
ht;� ; ht;�

�
where h < ht;� < ht;� � h
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where the upper and lowerbounds of the set are determined by the prices and the productivity

levels of the vintages sold. It also follows from this assortative matching result that the set

of workers that is indi¤erent between the choice of two machines is negligible. That is, the

size of these demand sets, and thus the demand for each of the di¤erent vintages, is uniquely

determined by the prices that are set and the productivity levels of the machines.

Secondly, perfect competition for the production of machines of vintage ageM and older

implies that machines of a design older thanM , i.e. a design for which the patent has expired

for more than one period, are not demanded anymore. Their demand set is the empty set

in equilibrium. That is,

(14) Dt (� ;Pt;At) = ; for � > M

The derivation of this result is straightforward. The quadratic production technology for

machines implies that perfect competition on the machines for which the patent has expired

will drive their prices to hAt�� . Considering only the machines in the public domain, the

�nal goods producing �rm�s problem becomes

(15) max
��M

fhAt�� � hAt��g

for some h > h, which is solved by choosing the largest value of At�� .

3.2 Price schedule of machines

The properties of the demand sets proven above imply that the amount of machines of

vintage age � equals

(16) Kt;� =
�
ht;� � ht;�

�� �
h� h

�
This result can be used to derive the equilibrium price schedule of machines. Before doing so,

we �rst formally de�ne what we mean by the PSN price setting equilibrium in this market.

For a given set of available technologies, At, a PSN equilibrium price schedule

(17) P�t =
�
P�t;1; : : : ;P

�
t;N
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in this market satis�es two properties. First of all, for those vintages for which the patent

has expired the price is driven to the minimum average cost level. That is, Pt;� = hAt�� for

all � � M . Secondly, each of the suppliers of one or more patented vintages of machines

chooses its prices as part of its best response set with respect to the prices set by the other

producers. That is, let P�t;n be the prices set by supplier n for the machines it supplies and

let P�
0
t;n be the prices set by the other producers in the PSN equilibrium, then

(18) P�t;n 2 BRt
�
� ;P�

0

t;n;At

�
for all n = 1; : : : ; N

It turns out that, for all possible technology menus At and all possible permutations of

suppliers over theM patented vintages, there exists a unique equilibrium price schedule. The

equilibrium price schedule has several relevant properties that are independent of At, of the

way suppliers are distributed over theM newest machine designs, and of the cost parameter

c. The existence and uniqueness of the price schedule as well as the details underlying the

properties are derived in Appendix A. Here we limit ourselves to the description of the

properties that are relevant for the rest of our analysis.

The �rst property is that, in equilibrium, prices are set such that there is strictly positive

demand for all M patented vintages. Mathematically, this boils down to

(19) Dt (� ;P
�
t ;At) 6= ; for � = 0; : : : ;M

in the PSN price setting equilibrium.

The second property is that, in this equilibrium, suppliers make strictly positive pro�ts

of the supply of each of the individual patented designs. That is,

(20) Pt;� > hAt�� + cAt��Kt;� > 0 for all � = 0; : : : ;M � 1

such that for each patented vintage, all of which are produced with a decreasing returns to

scale technology, price exceeds average cost and thus pro�ts are strictly positive.

The �nal two properties are most easily written in terms of prices per e¢ ciency units.

For this purpose, we de�ne the price per e¢ ciency unit of a machine of vintage age � asbPt;� � Pt;�=At�� .
12



In terms of the price schedule per e¢ ciency unit, the third relevant property for what

is to come is that prices per e¢ ciency unit are increasing in the quality of the machines.

Formally,

(21) bPt;� is strictly decreasing in �
That is, the older the vintage age of the machine, the lower the quality, and the lower the

price per e¢ ciency unit.

The �nal property of the price per e¢ ciency unit schedule is that it only depends on

the cost parameter, c, the patent length, M , and the productivity pro�le of the vintages,

At = fAt; : : : ; At�Mg. Moreover the price per e¢ ciency unit schedule is homogenous of

degree zero in the productivity levels of the vintages.

Formally, let bP�t be the equilibrium schedule of prices per e¢ ciency unit, then this last

property implies

(22) bP�t = bP (At; c)

such that bP�t is solely a function of the cost parameter, i.e. c, and the productivity pro�le,
i.e. At. Furthermore, the function bP is homogenous of degree zero in At. So are the demand

sets and the equilibrium demand levels, Kt;� .

3.3 Balanced growth path

What is important for the behavior of this economy on its balanced growth path is the last

property. That is, that the equilibrium price per e¢ ciency unit pro�le, bP�t , as well as the
demand levels, Kt;� , are homogenous of degree zero in At. Combined with our assumption

that the productivity pro�le grows at a constant rate over time, this implies that the balanced

growth path has several important properties. We will describe them here. They are proven

in Appendix A.

First of all, the vintage age distributions of machines and investment and the prices per

e¢ ciency units for particular vintage ages are constant over time. That is

(23) Kt;� = K� and bPt;� = bP �
13



Here, � denotes equilibrium values along the balanced growth path and ^ denotes detrended

equilibrium values in terms of e¢ ciency units.

Secondly, equilibrium consumption is de�ned as �nal goods output minus intermediate

goods demand. That is,

(24) Ct = Yt �Xt

Equilibrium investment, expressed in terms of the (numeraire) �nal good, is de�ned as

(25) It =
MX
�=0

Pt;�Kt;�

Gross output of the �nal goods sector equals

(26) Yt =

Z h

h

At��t(h)hdh

While the intermediate inputs demand for �nal goods is

(27) Xt =
M�1X
�=0

At��Kt;�

�
h+

c

2
Kt;�

�
and re�ects the amount of �nal goods output needed to produce the capital goods.

Along the balanced growth path, consumption, investment expressed in terms of �nals

goods, gross output of the �nal goods sector, and intermediate input demand of the capital

goods sector all grow at the constant rate g. Mathematically, this means that

(28) Ct = At bC , It = AtbI, Yt = AtbY , Xt = At bX
In terms of the theoretical equivalents of things that are actually measured in the national

accounts, the balanced growth path implies the following. Gross Domestic Product (GDP),

expressed in units of the consumption (�nal) good grows at the constant rate, g > 0, over

time. GDP here equals the sum of the value added of the �nal goods sector, which is Yt,

and that of the capital goods sector, which equals It �Xt. Hence, GDP follows

(29) GDPt = Yt + (It �Xt) = At

�bY + bI � bX�

14



Note that GDP does not take into account capital depreciation. GDP corrected for capital

depreciation is known as Net Domestic Product (NDP). Since capital fully depreciates in

every period here, NDP in this economy equals net value added for the �nal goods sector

plus net value added for the capital goods sector. That is,

(30) NDPt = (Yt � It) + (It �Xt) = GDPt � It = At
�bY � bX� = At bC

This is again denoted in terms of the consumption good, which we use as the numeraire

good.

Finally, for growth accounting purposes, it is useful to consider factor shares, most notably

labor shares. The labor shares in both the overall economy as well as in the �nal goods

producing sectors are constant along the balanced growth path. In particular, the aggregate

labor share equals

(31) sL =
wages
GDPt

=
Yt � It
GDPt

=

�bY � bI��bY + bI � bX� = 1� 2bI � bX�bY + bI � bX�
while the share of labor in the �nal goods sector equals

(32) sfL =
wages

gross value added in �nal goods sector
=

�bY � bI�bY = 1�
bIbY

Together, the equilibrium properties along the balanced growth path described above

imply that the trend properties of this economy are fully de�ned by the exogenous growth

rate g > 0. All other parameters only in�uence the detrended equilibrium levels, bY , bC, bI,
and bX, as well as the equilibrium factor shares.

4 Measurement

The main point of this paper is that standard measures of the trend properties of our model

economy will paint a misleading picture of the actual economic developments. In this section

we will show that this is the case because the measured trend properties of this economy

turn out to depend on much more than only g. This reveals a potential source for persistent

measurement error in the growth rates of several important economic aggregates.
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Before we consider the measurement of these aggregate variables, we �rst consider whether

they acually exist. This turns out not to be the case. The crux for our results is that an

aggegregate capital stock does not exist in our model economy. In the �rst part of this sec-

tion we derive this non-existence result and discuss how it is closely related to the Cambridge

Capital Controversy in macroeconomics.

In the subsequent part of this section we consider the measured growth rates of several

commonly studied economic aggregates. In particular, we focus on the growth rates of the

relative price of capital goods relative to consumption goods, of real investment and the

capital stock, of real GDP, and those of both TFP and investment-speci�c technological

change. We deal with them in the order mentioned.

4.1 The absence of an aggregate capital stock

At the heart of the potential measurement errors in the growth rates of economic aggregates

in this economy is the fact that, in this economy, there is no theoretically well-de�ned

aggregate capital stock. Because the �nal goods sector is the only sector that uses capital

goods in our economy, we will focus on the non-existence of an appropriate capital aggregate

for that sector.

The argument that a proper capital aggregate only exists under very restrictive assump-

tions goes back to Robinson (1959). Her article was at the heart of the Cambridge Capital

Controversy that was a prominent topic in macroeconomics in the 1960�s and 1970�s6. After

Robinson�s criticism of the neoclassical production function, a large literature evolved in

which the conditions under which an aggregate capital stock exists are derived.

Fisher (1969) showed that this was only the case when the vintage speci�c production

functions are Cobb-Douglas with equal capital elasticities. The �nal goods sector in our

model does not satisfy this assumption, i.e. the vintage speci�c production functions are

Leontief, as in Solow et. al. (1966). Just like in Solow et. al. (1966), this means that no

aggregate capital stock exists for this sector. In order to show this, we derive an aggregate

6Harcourt (1969, 1976), and Cohen and Harcourt (2003) are three surveys of the capital controversy.
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production function for the �nal goods sector in the way Fisher (1969) proposed. The basic

issue is the following.

The common assumption in most statistical measurements of aggregate economic activity

as well as empirical applications of neoclassical macroeconomic models is that value added

is generated using capital and labor and that the production function can be represented as

(33) Yt = ZtF (Kt; Lt)

Here Zt is factor neutral technological progress, also known as Total Factor Productivity, Lt is

an appropriately de�ned aggregate of labor inputs, andKt is an appropriately de�ned capital

aggregate that is a composite of all the underlying di¤erent capital inputs7. The composite

Kt is assumed to be homogenous of degree one in the underlying capital stocks. These capital

stocks would, in our case, be the stocks of di¤erent machines used in production. Hence, in

our model this capital stock would be a composite of all machine vintages, such that

(34) Kt = J
�
fKt;�g1�=�1

�
What we will show in the following is that such a representation of the production function

in the �nal goods sector does not exist in our model. Instead, the best we can do is write

the production function in that sector as

(35) Yt = ZtF
�
fKt;�g1�=�1 ; Lt

�
Because all increases in output in this sector are due to a shift in the distribution of machines

used in production towards better vintages, factor neutral technological progress is zero.

That is TFP, Zt, is constant over time.

For the derivation of the aggregate production function, (35), for the �nal goods sector, we

follow Fisher (1969). We consider the decision of a planner that is endowed with a continuum

of workers of measure Lt that is uniformly distributed over the interval (h; h] as well as with

a sequence of capital stocks of di¤erent vintages fKt;�gM�=0. Given these endowments of
7We make this argument here for the maximum level of aggregation. Our argument equally applies to

the problem of the existence of capital stocks of subaggregates, like computers for example.
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production factors, the planner chooses an allocation of labor over the capital stocks to

maximize output.

Let K� (h) � 0 be the amount of capital of vintage age � that is assigned to workers of

type h and,equivalently, let Lh (�) � 0 be the amount of workers of human capital level h

that is assigned to machines of vintage age � .

The planner chooses these allocations to maximize output, which is given by the produc-

tion function

(36) Yt =
MX
�=0

At��

Z h

h

hmin fK� (h) ; Lh (h)g dh

The allocations are chosen subject to the resource constraints that the capital assigned does

not exceed the capital available

(37)
Z h

h

K� (h) dh � Kt;�

and that the amount of labor assigned does not exceed the amount of labor available

(38)
MX
�=0

Lh (�) �
Lt�
h� h

� for all h 2 �h; h�
The solution to this optimization problem coincides with the decentralized equilibrium

outcome in our model economy. It entails the assortative matching between workers and

machines.

Denote the human capital level of the least skilled worker that is still assigned a machine

as

(39) h� = h�
�
h� h

�
min

(
1

Lt

MX
�=0

Kt;� ; 1

)
and let the oldest vintage of machines assigned to workers be

(40) � � = max
�=0;:::;M

(
��1X
s=0

Kt;s < Lt

)
These de�nitions allow us to write the optimal assignment as follows.

(41) K� (h) = Lh (�) =

8<: Lt for � � � � and h 2
�
h���1; h

�
�

�
0 otherwise
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Where the boundaries of the matching sets are given by

(42) h�� =

8><>:
h for � = 0

max

�
h; h� (h�h)

L

P��1
s=0 Kt;s

�
otherwise

The level of output that results from this assignment equals

Y
�
Lt; fKt;�gM�=0

�
=

Lt

h� h

��X
�=1

Z h��

h���1

At��h(43)

=
1

2

Lt

h� h

"
Ath

2 �
��X
�=1

(At���1 � At�� )h�2� � At���h�2
#

This production function exhibits constant returns to scale. In fact, it is a perfectly Neo-

classical production function in labor, Lt, and the heterogenous capital inputs fKt;�gM�=0.8

However, because of the assignment of capital over workers, capital and labor are not sep-

arable in this production function. On the contrary, the amounts of capital and labor interact

in a complex manner through the assignment of machines to workers, which determines the

h���s.

Hence, there is no aggregate production function representation for the �nal goods sector

in terms of a single capital aggregate J
�
fKt;�g1�=�1

�
that is homogenous of degree one in

the capital inputs fKt;�g1�=�1 and the aggregate labor input Lt. Therefore, the concept of

a capital price index is ill-de�ned in this model; a capital price does not exist, because there

is no properly de�ned theoretical aggregate capital stock.

4.2 Measured relative price of investment

The theoretical non-existence of an aggregate capital stock does not mean that one cannot

apply price index methods to obtain a spurious estimate of it.

Such an estimate would be spurious in the same sense as the regressions in Granger and

Newbold (1974). That is, the spurious regressions in Granger and Newbold (1974) involve

8This is in line with the main point of Solow et. al. (1966) who use a similar theoretical setup to

argue that the non-existence of an aggregate capital stock does not invalidate the application of neoclassical

macroeconomic principles.
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the estimation of a non-existent stationary linear relationship between two random walks.

Here, the spurious capital measure involves the estimation of a non-existent aggregate capital

stock.

There are, in principle, many di¤erent ways to construct such a price index PK;t, each of

which essentially employs a di¤erent price index formula. Furthermore, since in every period

some machines exit the market while others enter, one also has to decide on how to deal

with the inclusion of new goods.

The aim of this paper is not to be an exposition on price index methods. Instead,

it is meant to illustrate a conceptual problem with the application of them in the model

economy introduced. Therefore, we limit our analysis to one of the most common price

index formulas. Furthermore, we consider only two ways of dealing with the inclusion of

new goods. The qualitative results derived from the resulting price indices also hold for the

application of other common price index methods. That is, we emphasize the conceptual

issues with constructing a capital price index in this model and these issues are robust to

what type of capital price index is constructed.

The price index formula we use is the Laspeyres formula. It is a useful benchmark,

because as Frisch (1936) and Konüs (1939) showed it yields an upperbound on in�ation in

the standard case in which there are no new capital goods and there exists a proper capital

aggregate.

The �rst way we deal with new goods is to ignore them and simply apply the price index

formulas to models of machines that are sold in the two periods between which we calculate

capital price in�ation. This yields the matched model indices used in, for example, Aizcorbe

et al. (2000) and that are commonly applied to capital price indices by the Bureau of Labor

Statistics.

The Laspeyres matched model index that aims to measure capital price in�ation between

t� 1 and t in our model would yield

(44) �
(M)
t =

PM
�=1 Pt;�Kt�1;��1PM�1
�=0 Pt�1;�Kt�1;�

� 1

It measures the percentage change in the cost from t � 1 to t of buying the period t � 1
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machines that are available in period t.

For this matched model Laspeyres index we �nd that, on the balanced growth path of

our economy, it yields a constant percentage decline in the relative price of capital goods

relative to consumption goods. That is,

(45) �
(M)
t = �(M) < 0 for all t

The magnitude of the measured price declines depends on cross-vintage pro�le of the price

declines9

(46)
Pt;� � Pt�1;��1
Pt�1;��1

=
bPt;� � bPt�1;��1bPt�1;��1

which in its turn depends on the length of the patent M , the cost parameter c and the

growth rate g.

The second way we deal with new goods is to include them by using a hedonic regression

model to impute the price of the models that enter and exit for the periods that their prices

are not observed. This would result in a hedonic price index.

The Laspeyres hedonic price index that aims to measure capital price in�ation between

t� 1 and t in our model would yield

(47) �
(H)
t =

PM
�=1 Pt;�Kt�1;��1 + P

0
t;M+1Kt�1;MPM

�=0 Pt�1;�Kt�1;�
� 1

where P 0t;M+1 is the imputed price of the machines of vintage age M + 1 at time t that

is imputed using a hedonic regression. In general P 0t;M+1depends on the speci�c hedonic

regression applied. However, for simplicity we will assume that the price of the obsolete

vintage is imputed as P 0t;M+1 = Pt�1;M = At�M�1h, then

(48) �
(H)
t = (1� st�1;M)�(M)

t

where st�1;M is the share of the vintage of age M at time t� 1 and �(M)
t is the in�ation rate

measured using the Laspeyres matched model index de�ned above. Because st�1;M > 0 and

�
(M)
t < 0 are both constant over time on the balanced growth path, we obtain that

(49) �
(H)
t = �(H) < 0 for all t

9Aizcorbe and Kortum (2004) call the price path of a speci�c vintage over its lifecycle a �price contour�.

21



Thus, just like the matched model index, the hedonic Laspeyres capital price index would

yield a constant rate of decline in the relative price of capital compared to the consumption

good along the balanced growth path. Note, however, that in this case the hedonic price

index measures smaller price declines than the matched model one.

Hence, both price indices that we consider here would �nd a constant rate of decline in

the relative price of investment goods, consistent with the observation that drives the results

in Greenwood, Hercowitz, and Krusell (1997) for example.

This is because older vintages of machines are assigned to workers with lower skill levels,

their prices decline over their product life-cycle. These price declines are aggregated into

a decline in the aggregate capital price index. This decline in the aggregate price index

consequently re�ects four things in this model.

First of all, it re�ects the matching of machines with workers and the price declines thus

depend on shape of the skill distribution, which we assumed to be uniform here. Secondly,

it captures the decreasing returns to scale, c, to which the monopolistic competitors are

subject. Thirdly, it depends on the competitive structure on the supply side of machines.

That is, which suppliers supply which vintages and how many vintages are sold in the market.

Finally, it depends on the growth rate of embodied technological change g.

4.3 Real investment, capital stock, and output

Since there is full depreciation of machines in every period, the capital stock is equal to gross

investment in each period. That is, both the capital aggregate Kt and real investment It in

our model economy would be measured as the capital expenditures in period t de�ated by

a capital price index. Since �rms in the �nal goods sector make zero pro�ts in equilibrium,

capital expenditures equal total revenue minus the wage bill. That is, capital expenditures

equal (1� sL)Yt. Consequently, the capital aggregate and real investment are constructed

as

(50) Kt = It = (1� sL)
Yt
PK;t

where PK;t is the capital price index.
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This implies that the growth rates of real investment and the capital stock equal

(51) g � �

Where � is the percentage change in the capital price index derived in the subsection above.

Real GDP in this economy would equal the value added of the �nal goods sector de�ated

by the price of the �nal good, which we normalized to 1 here because it is the numeraire

good, plus the value added of the investment goods sector de�ated by the investment price

index, PK;t.

That is real GDP equals

(52) realGDPt = Yt +
(It �Xt)

PK;t

On the balanced growth path, this implies that the measured growth rate of real GDP equals

(53)
realGDPt � realGDPt�1

realGDPt�1
= g �

�bI � bX�bY + �bI � bX��
Hence, beyond the trend in technological progress, g, measured economic growth in this

economy depends on the other three factors that a¤ect the spurious investment price in�ation

rate �. That is, if any of these factors change, measured economic growth will change, even

though there is no shift in the rate of technological change in the economy.

4.4 Productivity

We already showed that there is no growth in total factor productivity in the �nal goods

sector of our model economy. This follows from the construction of the aggregate production

function above. That is, if the �nal goods sector uses the same amounts of labor and the

same number of machines for each particular vintage at two di¤erent points in time, then it

would produce the same amount of output at both points in time. There is no technological

progress in this model that shifts the productivity of all factors of production in the same

way, where each vintage of machine is considered a separate production factor because there

is no aggregate capital stock, and thus TFP growth is zero.
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All productivity growth in this model is embodied in the new machines that become

available over time. Without the adoption of the new machines productivity levels in the

�nal goods sector would not be increasing over time.

Hence, what we would like to get out of an accounting exercise that distinguishes between

total factor productivity and embodied technological change is that TFP growth is zero in

the �nal goods sector and that all growth is due to the quality improvements of machines.

Would our current methods of measuring investment speci�c technological change (and of

growth accounting) yield this result in the model economy here? What would happen if we

would apply growth accounting techniques in our model economy to assess the contributions

of total factor productivity growth and of capital deepening?

Using growth accounting for the �nal goods sector involves dividing the growth of output

in this sector into its three contributing factors. The �rst is the growth of the labor input.

The second is capital deepening, i.e. the growth of capital inputs as measured by the �quality

adjusted�real capital stock we discussed in the previous subsection. The �nal part is TFP

growth, i.e. the Solow residual, it is simply the part of output growth that is not attributed

to growth of the capital and labor inputs.

In practice, this boils down to applying a log-linear approximation of the neoclassical

production function and assuming that marginal products equal factor prices, (33), to obtain

the decomposition

(54)
�
Yt � Yt�1
Yt�1

�
�
�
Zt � Zt�1
Zt�1

�
+ sfL;t

�
Lt � Lt�1
Lt�1

�
+
�
1� sfL;t

��Kt �Kt�1
Kt�1

�
where Zt represents the measured level of TFP, s

f
L;t is the share of labor in the �nal goods

sector, and Kt is the measured capital aggregate.

As derived above, on the balanced growth path, output of the �nal goods sector grows

at a constant rate g, the labor share in the �nal goods sector is constant, i.e. sL;t = s
f
L, and

the labor inputs are constant and equal one, i.e. Lt = 1 for all t. This implies that, along

the balanced growth path in our model economy, this decomposition simpli�es to

(55) g =

�
Zt � Zt�1
Zt�1

�
+
�
1� sfL

��Kt �Kt�1

Kt�1

�
Thus, on the balanced growth path our growth accounting exercise will attribute output

growth either to TFP growth, i.e. to the growth of Zt, or to capital deepening, i.e. the
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growth of Kt. The growth rate of TFP is the residual, after the subtraction of the capital

deepening contribution from g.

Substitution of (50) into the above equation yields that TFP will be measured as a

weighted average of output growth and the capital price declines. That is,

(56)
�
Zt � Zt�1
Zt�1

�
= sfLg +

�
1� sfL

��PK;t � PK;t�1
PK;t�1

�
Hence, what is crucial for the growth accounting results in our model is the capital price

index PK;t used for it.

Since we already argued that all growth in the �nal goods sector of this economy is due

to quality increases in capital and that there is no TFP growth, i.e.

(57)
�
Zt � Zt�1
Zt�1

�
= 0

in the sector, we would like our capital price index to satisfy

(58) � =

�
PK;t � PK;t�1
PK;t�1

�
= � sfLg�

1� sfL
�

However, there is nothing in our model that assures us that this is the actual percentage

change in the relative price of capital, PK;t, measured using common price index methods.

5 Numerical example

In order to illustrate the implications of our theoretical results, we provide a numerical

example. Our approach is to calibrate a benchmark set of parameter values. We then

proceed by changing the competitive structure in the capital goods market, by changing

the number of models sold, M , the cost parameter c, the distribution of suppliers over

machine vintages, and show how these changes a¤ect the measured growth rates of economic

aggregates. We also show how a shift in the skill distribution of workers a¤ects the measured

growth rates of aggregates in our model economy. Finally, we show that an increase in the

growth rate of embodied technological change g, leads to an even bigger measured increase

in the growth rate of real GDP.
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For our benchmark case we use a year as a period and calibrate our parameters based on

the machines in our model representing equipment in the U.S. economy. This means that

the theoretical labor input in the model should be interpreted as a composite of labor and

structures. Because of this interpretation, we would like to emphasize the illustrative nature

of the numerical results here. They are by no means meant to quantify any biases in existing

empirical analyses. Instead, they are meant to illustrate conceptual measurement issues.

We choose the growth rate, g, to equal the average growth rate of output, which in our

case equals the sum of personal consumption expenditures and �xed private non-residential

investment, divided by the PCE de�ator for 1960-2005. It turns out to equal 3.7% annually.

The number of models sold is calibrated to equal the length of a U.S. patent in years, i.e.

20. For illustrative purposes, we chose the monopolist case as our benchmark. We choose c,

and the skill distribution parameters, h and h, such that our model approximately satis�es

the following three conditions.

The aggregate labor share, i.e. the share of labor and structures, equals 83%, such that

the share of equipment in value added in this economy is 17%. This is consistent with the

output elasticity of 0.17 that Greenwood, Hercowitz, and Krusell (1997) for their Cobb-

Douglas production function. The second condition is that equipment investment as a share

of output equals the average of 9% observed over 1960-2005 in the data. The �nal condition

is that measured investment price de�ation is about 6% annually, which is in line with the

estimates reported in Cummins and Violante (2002).

The column labeled �benchmark�of Table 1 lists the results for our benchmark case. In

this case, the spuriously measured growth rate of real investment equals 10.6%, while that of

real GDP is 4.2%. Contrary to the theoretical results derived above, growth accounting does

�nd positive TFP growth, both for the overall economy, by applying the methodology of

Greenwood, Hercowitz, and Krusell (1997), as well as in the �nal goods sector. Even though

production in the latter does not exhibit any factor neutral technological change, a standard

growth accounting exercise in this case would suggest TFP growth of 2.6% annually. The

corresponding price per e¢ ciency unit contour, bP� , that drives these results is depicted as
the solid line in Figure 1.
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We consider the e¤ect of �ve particular changes in the benchmark parameters. The

�rst four are changes to the competitive and cost structure underlying the supply of capital

goods. The �fth, and �nal, change is one in which the growth rate of embodied technological

change doubles. In theory, the �rst four changes should not a¤ect the measured growth rates

of economic aggregates, since they do not a¤ect theoretical trend growth in the economy.

We will show, however, that it does a¤ect measured growth.

Case (I) is one in which machines are supplied by monopolistic competitors rather than

by one monopolist. As one can see from Figure 1, in this case the increased degree of

competition lowers all prices. Furthermore, the competition between suppliers of adjacent

vintages also leads to more rapid price declines for the most advanced vintages with the

highest market shares in this case. As a result, measured investment prices decline 4.4%

to 4.7% faster in this case than under the monopoly. This also means an increase in the

rate of growth of real investment. The e¤ect of this change in the competitive structure

on other measured growth rates is subdued because the increased competition implies that

the suppliers of capital goods extract less of the value added produced in the �nal goods

sector. This results in a decrease in the nominal investment ratio as well as increases in

the labor shares in both the overall economy and the �nal goods sector. These changes in

the composition of value added almost counterbalance the change in the growth rate of real

investment. Consequently, the measured growth rates of real GDP as well as aggregate TFP

and TFP in the �nal goods sector are almost the same in this case as in our benchmark.

In case (II) we illustrate what happens when the product lifecycle is shortened. In this

case we halved it from 20 models to 10. This shortening reduces the opportunity for the

monopolist to price discriminate between the di¤erent workers and thus the capital goods

supplier extracts less of the producer surplus in the �nal goods sector. This leads to a

lower investment ratio as well as a steeper decline in prices over the lifecycle. The outcome

is that measured investment price declines are almost double that of the benchmark case.

Furthermore, the growth rate of real investment increases from 10.6% to 18.4%. Just like in

the previous case, this change in the growth rate of real investment is in large part o¤set by

the change in the nominal investment share, leading to little change in the measured growth
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rates of the other aggregates.

Case (III) is one in which there is an increasing disparity in skills. In particular, we

will assume that the best workers become twice as good. In that case the monopolists

price di¤erentation is more e¤ective, because of the increased heterogeneity on its demand

side. Consequently, the nominal investment share increases. All of a sudden, the measured

investment price declines, which themselves are almost the same as in the benchmark case,

become more important in the measurement of the economic aggregates. This leads to an

increase in the growth rate of real GDP and to substantial decreases in the growth rates of

aggregate and �nal goods sector TFP.

In case (IV) a decrease in the returns to scale in the machine producing sector leads to

a reduction in the nominal investment ratio. This has the opposite e¤ect on the measured

growth rates of economic aggregates as case (III).

In case (V) we double the growth rate of embodied technological change. The most

remarkable result for this case is that this increase in embodied technological change is

actually mostly captured through a doubling of the growth rates of TFP in both the aggregate

economy as well as the �nal goods sector. That is, even though the observed acceleration

in output growth in this case would be completely embodied in machines, existing growth

accounting techniques would attribute the majority of it to an acceleration in factor neutral

technological progress.

The cases that we considered here are de�nitely not exhaustive. What they do show,

however, is how deviations from the assumptions underlying the measurements of economic

activity and productivity growth, can result in these measures being distorted by factors

that should, in principle, not a¤ect them.

6 Implications

So far, we have presented a theoretical example to illustrate how the construction of an

aggregate investment price index for a non-existent capital aggregate can lead to misleading

inference about the trend properties of the macroeconomy. That is, we revisited the Cam-
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bridge Capital Controversy and showed how it might apply to our measures of economic

growth and productivity.

In this section we do two things. First of all, we discuss a set of facts that are inconsistent

with the assumption of the existence of a proper capital aggregate. Secondly, we discuss a

set of recent empirical results for which the assumption of the existence of such aggregates is

very relevant, because they are especially driven by the capital price indices that are applied.

6.1 Does an aggregate capital stock exist?

We have shown, in our analysis here, that the application of a capital price index in the

absence of a capital aggregate can potentially lead to misleading inference about growth in

economic aggregates.

Contrary to the spurious regressions in Granger and Newbold (1974), for which their

identifying assumption can be tested, there is no statistical method that allows us to test

for the existence of an aggregate capital stock. However, from Fisher (1969) we know that

the only case in which an aggregate capital stock representation exists is when all vintage

production functions are Cobb-Douglas. In that case, the aggregate production function rep-

resentation is the Cobb-Douglas representation used in, for example, Greenwood, Hercowitz,

and Krusell (1997). This speci�cation implies several testable empirical implications that

can potentially be falsi�ed.

On the aggregate level, the transitional dynamics in the model in Greenwood, Hercowitz,

and Krusell (1997) are basically the same as those in the Solow growth model with a depre-

ciation rate that is adjusted for the relative price declines of capital goods. Gilchrist and

Williams (2000,2001) argue, however, that the actual transitional dynamics of the U.S. econ-

omy, and that of Germany and Japan, are probably better described by a putty-clay vintage

capital model in which an aggregate capital stock does not exist than by the conventional

Solow model.

At the disaggregate level, there is actually some relevant information in the cross sectional

behavior of prices across models sold. The Cobb-Douglas model has very stark predictions

about the prices of di¤erent capital vintages. As we show in Appendix A, it implies that
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relative prices re�ect relative quality di¤erences across machines, no matter what the human

capital level of the worker is that they are matched with.

Formally, it implies that for all vintages � for which there is non-zero investment

(59) bPt;� = Pt;�
At��

=
ebP t and does not depend on �

Hence, the price per e¢ ciency unit is the same for all vintages for which there is strictly

positive demand.

In such a model, the introduction of a new machine does not necessarily imply that the

prices of the other models decline. Furthermore, assuming that the quality of each particular

vintage is constant over time, such a model implies that the prices of all machines decline at

the same rate to maintain their relative quality ratios.

In our model, the relative prices of machines depend both on their relative quality levels as

well as their production costs and the workers that they are matched up with. Consequently,

our model implies that the prices of older models decline when a new and better model is

introduced. This is because the assortative matching between machines and workers implies

that the older models are now sold to workers with lower human capital levels that are less

productive using them.

This implication of our model is consistent with the behavior of prices of high-tech goods,

like computers, printers, and microprocessors. For example, in May 2004 Intel introduced

three faster Pentium M chips and reduced the price of older Pentium M chips by as much as

30 percent10. Similarly, in April 2003 Hewlett-Packard introduced new models of its LaserJet

printers and reduced the price of older models by as much as 20 percent11.

The price contours of semiconductors plotted in Aizcorbe and Kortum (2004) also suggest

that not all models exhibit the same percentage price decline at each point in time. This is not

consistent with the Cobb-Douglas assumption needed for the existence of an aggregate capital

stock and suggests that relative prices re�ect more than only relative quality di¤erences.

10Source: �Daily Brie�ng.�The Atlanta Journal Constitution. May 11, 2004. Business Section. Page 2D.
11Source: HP News Release. �HP Announces Innovative New Products and Services for Small- and

Medium-sized Business.�April 2, 2003.
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Hence, both at the aggregate and the disaggregate level, there is evidence that the as-

sumption of the existence of an aggregate capital stock might not be valid and that, thus,

the application of a capital price index might be misleading.

6.2 Investment price index driven results

In recent years, there have been many studies that have heavily relied on investment price

indices. The reason for this is the increased importance of information technology equipment

and the inherent problem of accounting for the quality improvements embodied in it. Two

strands of the literature stand out in particular in this respect.

The �rst is that on investment speci�c technological change, i.e. higher productivity

growth in the capital goods producing sector than in the consumption goods producing

sector, as initiated by Greenwood, Hercowitz, and Krusell (1997).

Greenwood, Hercowitz, and Krusell (1997) were the �rst to use the changes in a quality

adjusted capital price index, in particular one based on Gordon (1990), relative to the changes

in the consumption price index as a measure of investment speci�c technological change in a

general equilibrium framework. They use the capital price index to decompose productivity

growth into disembodied TFP growth and growth induced by the decline of the quality

adjusted relative price of capital goods, known as investment speci�c technological change.

Their analysis yields the result that, since the middle of the 1970�s, the quality adjusted

relative price declines of investment goods have accelerated, increasing the contribution of

investment speci�c technological change to U.S. output growth. This result is consistent

with the observation that quality improvements in computers and other IT capital goods

have accelerated since the middle of the 1970�s.

Another aspect of the Greenwood, Hercowitz, and Krusell (1997) results is more di¢ cult

to interpret. Their study �nds that the rate of investment speci�c technological change

measured using a quality adjusted investment price index implies that TFP growth in the

U.S. has been persistently negative between 1973 and 1990. The average annual decline in

TFP for the period between 1973 and 1990 reported in their analysis is 0.9%. We would

argue that this technological regress might be an artifact of the capital good price index
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overstating the contribution of embodied technological change to economic growth.

Subsequently, many other empirical studies of technological change have used changes in

the relative price of investment goods with respect to consumption goods as a measure of

the degree of investment speci�c or embodied technological change. These studies include,

among others, Greenwood, Hercowitz, and Krusell (1997,2000), Violante, Ohanian, Ríos-

Rull, and Krusell (2000), Cummins and Violante (2002), Fisher (2002), Altig, Christiano,

Eichenbaum, and Linde (2005), and Ireland and Shuh (2006).

The second strand of the literature is made up of growth accounting studies that empha-

size the importance of IT capital deepening for U.S. output growth. These studies also have

the potential to su¤er from the same measurement problem introduced in this paper. That

is, just like Greenwood, Hercowitz, and Krusell (1997), these growth accounting studies, like

Jorgenson and Stiroh (2000) and Oliner and Sichel (2000), also assume the existence of an

aggregate IT capital stock. Therefore, the same issue raised by us in this paper might lead

them to overestimate the contribution of IT goods to U.S. output growth.

IT capital seems to be especially subject to the issue raised in this paper, because, as

documented by Aizcorbe and Kortum (2004), the price contours that we observe for these

capital goods are much more similar to those implied by our model than those implied by

the Cobb-Douglas case in which an IT capital aggregate would be well-de�ned.

7 Conclusion

This paper is a note of caution on the use of capital price indices. We use a vintage capital

model in which workers are matched with machines of increasing quality to illustrate a

potential problem with the application of such price indices. The most important feature of

our model economy, for the results in this paper, is that there does not exist an aggregate

production function representation in terms of a single capital aggregate. Hence, a capital

price index in this economy is a spurious measure of something that is not de�ned.

However, the nonexistence of a capital stock does not mean that one cannot apply a

capital price index to obtain measures of the trend properties of aggregate economic activity.
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We show that when one does so in our model economy, these measures yield misleading

results on productivity and economic growth. Besides technological progress, measured

growth rates in our model economy also depend on the competitive structure of the capital

goods producing sector, which is irrelevant for the economy�s long-term growth rate.

We use a numerical example to show that a shift in this competitive structure might lead

to spurious increases in the measured rate of decline in the relative price of investment, and

the perceived growth rates of real investment, real GDP, and investment speci�c technological

change.
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A Proofs

Proof of equations (12) and (13):

To see why (12) is true, consider h0 > h and � 0 > � , then h 2 D (� ;Pt;At) implies that

(60) 8 s 2 Tt : At��h� Pt;� � At�sh� Pt;s

or, equivalently, in terms of marginal bene�ts and costs

(61) 8 s 2 Tt : (At�� �At�s)h � Pt;� � Pt;s

Consequently, because for all � 0 > � strictly positive technological progress implies At�� 0 > At�� , the

marginal bene�ts from updating for the worker of type h0 exceed those of the worker of type h. That is,

(62) 8� 0 > � : (At�� �At�� 0)h0 > (At�� �At�� 0)h � Pt;� � Pt;� 0

This implies that it must thus be true that h0 =2 Dt (� 0;Pt;At) for all � 0 > � .

The result of equation (12) implies that the demand sets are connected for the following reason. Suppose

there would be a demand set that was not connected, then there exist h00 > h0 > h such that h00 2

Dt (� ;Pt;At), h0 2 Dt (� 0;Pt;At), and h 2 Dt (� ;Pt;At) where � 6= � 0. However, if � > � 0, then the choices

of h00 and h0 do not satisfy assortative matching. On the other hand, if � 0 > � , then the choices of h0 and h

do not satisfy assortative matching. Hence, the demand sets need to be connected.

If the demand sets are connected and subsets of the interval (h; h], then they have to be of the form

given in equation (13).

The proof that the set of all workers that is indi¤erent between two machines is negligible is a bit more

involved. Let Ht denote the set of all human capital levels for which the workers are indi¤erent between

two vintages of machines at time t. Since the human capital levels are uniformly distributed, it su¢ ces to

prove that Ht contains a �nite number of elements. Since we have already derived that workers will only

use technologies f0; : : : ;Mg there are only a �nite number of combinations between which workers can be

indi¤erent.

We will show that, if a worker of type h is indi¤erent between two intermediate goods, then no other

worker will be. That is, de�ne the set

(63) H�
t (� ; �

0) =
�
h 2 (h; h j h 2 Dt (�) ^ h 2 Dt (� 0)

	
such that

(64) Ht =
M�1[
�=0

M[
� 0=�+1

H�
t (� ; �

0)
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and, denoting the Lebesque measure as � (:), we obtain

(65) � (Ht) �
1

h

M�1X
�=0

MX
� 0=�+1

� (H�
t (� ; �

0))

We will simply show that 8� 0 > � : � (H�
t (� ; �

0)) = 0. Let h 2 (h; h] be such that h 2 Dt (�) as well as

h 2 Dt (� 0) for � 0 > � . In that case

(66) At��h� Pt;� = At�� 0h� Pt;� 0

or equivalently

(67) (At�� �At�� 0)h = Pt;� � Pt;� 0

This, however implies that for all h0 > h > h00

(68) (At�� �At�� 0)h0 > Pt;� � Pt;� 0 > (At�� �At�� 0)h00

such that the workers of type h0 > h will prefer � over � 0, while workers of type h00 < h will do the opposite.

Hence, H�
t (� ; �

0) = fhg and is of measure zero.

Proof of equations (19) through (22):

We will prove these equations in three steps. In the �rst step, we prove equation (19) and show that,

irrespective of At, M , and c, the suppliers will set their prices such that there is demand for each of the

vintages. In the second step, we derive the �rst order conditions that, given that it is interior, determine the

optimal price schedule and show that the suppliers make strictly positive pro�ts of the supply of each of the

patented vintages. That is, we prove equation (20). In the �nal step, we prove the properties of the price

schedule per e¢ ciency unit that are formalized in equations (21) and (22).

Strictly positive demand for all M newest vintages: In order to prove equation (19), it turns out to

be useful to introduce the function that relates a vintage back to its supplier. We denote this function by

� (�). It is equal to the index number of the supplier that supplies machines of vintage � .

Furthermore, to keep track of which vintages are supplied by the same supplier and which are not, we

de�ne the indicator function

(69) I [a = b] =

8<: 1 if a = b

0 if a 6= b

9=;
so that I [� (�) = � (� 0)] is equal to one if vintages � and � 0 are supplied by the same supplier and zero

otherwise.

For this proof we will consider the supplier of vintage � and consider the e¤ect of its price setting on the

pro�ts made from the supply of vintage � , as well as that of vintage ages � � 1 and � + 1. Here we assume,
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without loss of generality that these adjacent vintages have prices set such that Kt;��1;Kt;�+1 > 0 in case

vintage � would not be supplied. We will distinguish the cases � = 0, for which Kt;��1 is irrelevant, and

� =M � 1, for which we know that there are no pro�ts made of vintage � + 1.

For this vintage � , we will show that there exists a price Pt;� > 0 such that the supplier makes strictly

positive pro�ts of the supply of vintage � as well as that this price increases the sum of the pro�ts over all

three vintages (� � 1; � ; � + 1), or any two of these vintages that include � . That is, independent of the

prices of the adjacent vintages for which there is demand, the supplier of vintage � can increase its pro�ts,

no matter whether it only owns the patent for vintage � or any of the patents for the adjacent vintages.

The assortative matching result implies that looking at three adjacent vintages is enough for this argument,

because the price set for vintage � at the margin only a¤ects the demand for the adjacent vintages.

Let us �rst determine the reservation price level, above which vintage � will not be demanded at all.

This price level is determined by the type of worker, that, without the availability of vintage � , is indi¤erent

between vintage � � 1 and � + 1. We denote the human capital level of this worker by eh. It has to satisfy
(70) At��+1eh� Pt;��1 = At���1eh� Pt;�+1
such that

(71) eh =
8<: h for � = 0

Pt;��1�Pt;�+1
At��+1�At���1

for � > 0

Hence, demand for vintage � implies that its price level much be such that

(72) At��eh� Pt;� � At��+1eh� Pt;��1 = At���1eh� Pt;�+1
In terms of the price per e¢ ciency unit, this implies that

^
P t;� �

8>>><>>>:
At�At�1

At
h+ At�1

At

bPt;1 for � = 024 At��+1
At��

�
At���At���1
At��+1�At���1

� bPt;��1
+At���1

At��

�
At��+1�At��
At��+1�At���1

� bPt;�+1
35 for � > 0

(73)

� ePt;�(74)

Hence, ePt;� is the maximum price per e¢ cieny unit at which the supplier of vintage � faces positive

demand.

The supplier of vintage � has three options. First of all, it can choose to make vintage � available at

minimum cost, in which case Pt;� = hAt�� and the �rm would make non-positive pro�ts. Secondly, it could

choose Pt;� � At�� ePt;� at which it faces no demand and pro�ts are zero. Finally, it can choose a price
Pt;� � At��

� ePt;� � "� where 0 < " < ePt;� .
The �rm will choose the third option, whenever that option increases the pro�ts its makes over all the

vintages its supplies. In the following we will show that, independent of the prices Pt;��1 and Pt;�+1, there

exists an " > 0 for which this is the case.
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We will consider the pro�ts that the supplier of vintage � makes when it chooses a price equal to

(75)
^
P t;� = ePt;� � " for " > 0

For a small enough " > 0 when Kt;��1;Kt;�+1 > 0 the choice of
^
P t;�will not a¤ect the demand of vintages

other than those of vintage ages ��1, � and �+1. Hence, for small " > 0, which turns out to be the relevant

case in this proof, what matters for the supplier of vintage � and what determines the price it chooses is

whether it also supplies vintage � � 1, and/or � + 1, or neither of them.

At the price
^
P t;� = ePt;� � " the demand for vintage � can be shown to equal

(76) Kt;� =

�
I [� 6= 0] At��

At��+1 �At��
+

At��
At�� �At���1

�
"

h� h
The new pro�ts over the three adjacent vintages for the supplier of vintage � are given by

I [� (� � 1) = � (�)]At��+1
� bPt;��1 � h� c

2

�
Kt;��1 �

At��
At��+1 �At��

"

h� h

��
�(77) �

Kt;��1 �
At��

At��+1 �At��
"

h� h

�
+

At��

� ePt;� � h� �1 + c

2

�
I [� 6= 0] At��

At��+1 �At��
+

At��
At�� �At���1

��
"

h� h

�
��

I [� 6= 0] At��
At��+1 �At��

+
At��

At�� �At���1

�
"

h� h
+

I [� (� + 1) = � (�)]At���1

� bPt;�+1 � h� c

2

�
Kt;�+1 �

At��
At�� �At���1

"

h� h

��
��

Kt;�+1 �
At��

At�� �At���1
"

h� h

�

Which simpli�es to

I [� (� � 1) = � (�)]At��+1
� bPt;��1 � h� c

2
Kt;��1

�
Kt;��1 +(78)

I [� (� + 1) = � (�)]At���1

� bPt;�+1 � h� c

2
Kt;�+1

�
Kt;�+1 +

a

�
"

h� h

�
� b

�
"

h� h

�2
where a > 0 and b > 0. In particular, they equal

a = I [� = 0]At
�
h� h

�
(79)

+I [� 6= 0] (1� I [� (�) = � (� � 1)]) At��+1At��
At��+1 �At��

� bPt;��1 � h�(80)

+(1� I [� (� + 1) = � (�)]) At��At���1
At�� �At���1

� bPt;�+1 � h�(81)

+I [� (� � 1) = � (�)] At��+1At��
At��+1 �At��

cKt;��1

+I [� (� + 1) = � (�)]
At���1At��
At�� �At���1

cKt;�+1(82)
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and

b =
c

2
I [� (� � 1) = � (�)]At��+1

�
At��

At��+1 �At��

�2
(83)

+

�
1 +

c

2

�
I [� 6= 0] At��

At��+1 �At��
+

At��
At�� �At���1

��
��

I [� 6= 0] At��
At��+1 �At��

+
At��

At�� �At���1

�
+(84)

+I [� (� + 1) = � (�)]At���1
c

2

�
At��

At�� �At���1

�2
Note that the �rst two terms of equation (78) equal the pro�ts that the supplier of vintage � would have

made of the two adjacent vintages, if it would have owned any of them. The term a" � b"2 represents the

additional pro�ts earned due to the supply of vintage � at price ePt;� � ". Hence, the supplier of vintage �
would always set a price that generates strictly positive demand for that vintage if there exists an " > 0

for which this additional pro�t is strictly positive. Since there always is an " > 0 for which a" � b"2 > 0,

it always the case that the supplier of vintage � will supply that vintage at a price that generates strictly

positive demand.

Strictly positive pro�ts: This follows as a corollary from the proof above. The supplier of the vintage �

can always choose its price to strictly increase its pro�ts relative to zero.

bPt;� is strictly decreasing in � : This follows from an induction argument. We have proven above that in

the equilibrium there must be strictly positive demand for each of the vintages of age � = 0; : : : ;M � 1, i.e.

Kt;� > 0 in equilibrium. In terms of the prices per e¢ ciency unit, the demand sets are

(85) Kt;� =

8>>><>>>:
1

h�h

h
h� At

At�At�1
bPt;0 + At�1

At�At�1
bPt;1i for � = 0

1
h�h

h
At��+1

At��+1�At��

� bPt;��1 � bPt;��
� At���1
At���At���1

� bPt;� � bPt;�+1�i for � = 1; : : : ;M � 1

This implies that for � = 1; : : : ;M � 1

(86)
At��+1

At��+1 �At��

� bPt;��1 � bPt;�� > At���1
At�� �At���1

� bPt;� � bPt;�+1�
Hence, if the price per e¢ ciency unit for vintage age � is larger than that for � +1, then it must be the case

that the price per e¢ ciency unit for vintage age � � 1 is higher than that of vintage � . The only thing we

need to proof our claim is a initial result and then we can apply an induction argument.

We do know that in equilibrium the supplier of vintage age M � 1 will choose a price that yields

strictly positive pro�t, which implies bPt;M�1 > h. Furthermore, we know that perfect competition in

the supply of vintage M will drive its price to minimum cost, such that bPt;M = h. Hence, we know that� bPt;M�1 � bPt;M� > 0. Applying our induction argument thus yields that this implies that � bPt;� � bPt;�+1� >
0 for � = 0; : : : ;M � 1. Hence bPt;� is strictly decreasing in � .
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bP�t = bP (At; c) where bP (:) is homogenous of degree zero in At: Supplier i sets the prices of the

vintages of machines its supplies to maximize the pro�ts

(87) �t;i =
M�1X
�=0

I [� (�) = i]At��

� bPt;� � h� c�
2
Kt;�

�
Kt;�

The necessary and su¢ cient conditions for pro�t maximization in equilibrium imply that this supplier will

set the price of each vintage � which it supplies, i.e. � (�) = i, to satisfy the condition

(88) 0 = Kt�� +
M�1X
s=0

I [� (s) = i]
At�s
At��

� bPt;s � h� csKt;s

� @Kt;s

@ bPt;�
However, note that these optimality conditions are homogenous of degree zero in At = fAt; : : : ; At�Mg. This

is because the demand functions that determine Kt;� are homogenous of degree zero in At = fAt; : : : ; At�Mg

and so are @Kt;�=@ bPt;� . Furthermore, besides the productivity levels in At the only other parameters that

show up in these equilibrium conditions are the cost parameter, c, and the bounds of the skill distribution,

i.e. h and h. Thus the equilibrium price per e¢ ciency unit pro�le is only a function of the productivity

levels, the cost parameters, and skill distribution and it is homogenous of degree zero in the productivity

levels.

Furthermore, the system of equilibrium conditions, implied by the optimality conditions above, is linear

in the prices per e¢ ciency unit and it turns out to be straightforward to show that it has one unique solution.

That is, the PSN equilibrium exists and it is unique.

Proof of equation (45) :

The following is the proof of equation (45). The matched model Laspeyres index yields a capital price

in�ation estimate of

�
(M)
t =

PM
�=1 Pt;�Kt�1;��1PM�1
�=0 Pt�1;�Kt�1;�

� 1 =
PM�1

�=0 Pt;�+1Kt�1;�PM�1
�=0 Pt�1;�Kt�1;�

� 1(89)

=
M�1X
�=0

s�t�1;�b�t;�(90)

where the shares s�t;� are given by

(91) s�t�1;� =
Pt�1;�Kt�1;�PM�1
s=0 Pt�1;sKt�1;s

=
At�1�� bPt�1;�Kt�1;�PM�1
s=0 At�1�s bPt�1;sKt�1;s

and represent the expenditure share in period t � 1 of vintage age � in the expenditures on machines that

are also available at time t. The in�ation rates b�t;� equal
(92) b�t;� = � bPt;�+1 � bPt�1;��. bPt�1;�
On the balanced growth path both s�t�1;� and b�t;� will be constant over time. Furthermore, because the
price per e¢ ciency unit is declining in the vintage age, b�t;� < 0 for all � . And thus �(M)

t is constant over

time and negative.
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Proof of equation (59) :

Instead of the Leontief technology that we consider in our model consider a �rm that has hired a worker of

skill-level h which it matches with Kt;� units of the capital good of vintage age � . Here Kt;� is not �xed at

one but the �rm can choose it. The production technology in this case is Cobb-Douglas in the sense that

output produced equals

(93) Yt = h (At��Kt;� )
� where 0 < � < 1

The �rm thus demands the amount of capital inputs that maximizes

(94) Yt � Pt;�Kt;�

The optimal capital input choice for the �rm is

(95) Kt;� =

�
Pt;�

�hA�t��

�
and the resulting level of pro�ts equals

(96) Yt � Pt;�Kt;� =
h
�

�
1�� � � 1

1��

i
h

1
1��

�
At��
Pt;�

�
The �rm will choose the technology vintage � that maximizes these pro�ts. Independently of the skill level,

h, of the worker, this turns out to be the technology with the lowest price per e¢ ciency unit Pt;�=At�� .

Thus, for this case, i.e. the case in which a proper capital aggregate exists, all technology vintages in which

there is positive investment must have the same price per e¢ ciency unit.
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Table 1: Numerical results

Parameters benchmark I II III IV V

Growth rate of embodied technological change (g) 3.7% 3.7% 3.7% 3.7% 3.7% 7.3%

Number of models sold (M) 20 20 10 20 20 20

Market structure� M MC M M M M

Cost level (c) 0.5 0.5 0.5 0.5 5 0.5

Upperbound skill distribution (h) 0.325 0.325 0.325 0.650 0.325 0.325

Lowerbound skill distribution (h) 0.008 0.008 0.008 0.008 0.008 0.008

Measured variables

Aggregate labor share 83.6% 89.3% 91.5% 69.2% 89.1% 74.3%

Final goods sector labor share (sfL) 89.9% 92.2% 94.4% 80.4% 92.5% 83.8%

Nominal investment ratio (I=Y ) 9.4% 7.5% 5.5% 16.8% 7.3% 14.3%

Investment price in�ation (Matched model) -6.3% -10.7% -12.5% -6.3% -6.2% -5.7%

Investment price in�ation (Hedonic) -5.8% -10.5% -10.3% -6.1% -5.0% -5.4%

Growth rate of real investment 10.6% 16.1% 18.4% 10.7% 10.5% 13.8%

Growth rate of real GDP 4.1% 4.1% 4.1% 4.6% 3.9% 8.1%

Aggregate TFP growth (GHK-methodology) 2.0% 2.1% 2.2% 0.5% 2.6% 3.9%

Final goods sector TFP growth 2.6% 2.5% 2.7% 1.7% 2.9% 5.2%

Note: �M means �monopolist�case, MC means �monopolistic competition�.

Cases: (I) Monopolistic competition, (II) Shorter product life cycle, (III) Skill accumulation, (IV)

Decreasing returns to scale, (V) Increase in growth rate of embodied technological change.
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Figure 1: Equilibrium price contours

46



1

ON BOTH SIDES OF THE QUALITY BIAS IN PRICE INDEXES

BART HOBIJN
Federal Reserve Bank of New York*

Version 3, June 2003

Abstract
It is often argued that price indexes do not fully capture the quality improvements of new goods in

the market. Because of this shortcoming, price indexes are perceived to overestimate the actual

price increases that occur. In this paper, I argue that the quality bias in price indexes is just as likely

to be upward as it is to be downward. I show how both the sign and the magnitude of the quality

bias in the most commonly applied price index methods is determined by the cross-sectional

variation of prices per quality unit across the product models sold in the market.

I do so by introducing a model of a market that includes monopolistically competing suppliers of

the various product models and a representative consumer with CES (Constant Elasticity of

Substitution) preferences. I simulate the model using actual observed CPU prices and find that a

large part of the price declines measured for CPUs turns out to be due to a downward quality bias

rather than to actual price declines.
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1. Introduction
There is a widespread consensus among economists that price index methods tend to overestimate actual
inflation in markets where there is a rapid turnover of goods due to technological progress. The
Boskin (1996) commission made this point with respect to the U.S. Consumer Price Index, while Gordon
(1990) used hedonic price indexes to correct for this bias in equipment price indexes.

There is, however, also a small number of studies that challenge this conventional wisdom.  Studies by
by Triplett (1972,2002), Feenstra (1995), as well as Hobijn (2001) have each made the point that quality
adjustments in price index methods might actually lead to an understatement of inflation. 

This paper follows up on the above papers by introducing a parsimonious theoretical model that can
generate both a positive as well as a negative quality bias in the most commonly applied price indexes. The
value added of this approach is that it allows for the study of the factors that determine the sign and
magnitude of the quality bias in a stylized framework. This contrasts strongly with the methodology that is
traditionally applied in the price index literature. 

A large part of the literature on price indexes compares various price indexes calculated for the same
dataset. This is for example the approach of Aizcorbe and Jackman (1993), Manser and McDonald (1988),
and Braithwait (1980) when assessing the magnitude of substitution bias as well as of Aizcorbe, Corrado,
and Doms (2000) and Silver and Heravi (2002) in the comparison of hedonic and matched model price
indexes.

Such an approach allows us to consider the sensitivity of price indexes to the choice of method applied.
It does not, however, enable us to make any normative statements about which index method is ‘better’ than
another. Such normative statements on price indexes are all based on the extensive theoretical price index
literature, which focuses on properties like idealness, exactness, and superlativity of price index formula.

It turns out that the theoretical results derived in this paper contradict some of the properties of price
indexes that are presumed in this applied strand of the literature. Three results stand out in particular.

The most important is that the theoretical model in this paper confirms the claims by Triplett
(1972,2002), Feenstra (1995), and Hobijn (2001) that the quality bias in price indexes is not by definition
upward. Moreover, the sign and magnitude of the bias turn out not to depend on the overall level of inflation.
Instead they depend on the cross-sectional behavior of prices per quality unit across models sold in the
market during the same period.

Secondly, the existence and sign of this bias does not depend on the specific price index formula applied.
I show how the application of the most popular price index formulas, like Laspeyres, Paasche, Geometric
Mean, Fisher Ideal, and Tornqvist, all lead to a bias in the same direction.

Finally, hedonic price indexes suffer from the same quality bias as matched model indexes. Hence, the
theoretical results here seem to disagree with the presumption that hedonic price indexes do a better job at
correcting prices for quality improvements, as made in, among many, Pakes (2002) and Hulten (2002). 

The particular theoretical model that I use for my analysis in this paper is that of a market with a
representative consumer with CES preferences over a set of models sold. This setup is very similar to Dixit
and Stiglitz (1977) and Hornstein (1993). The main difference is that the market that I consider has a
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countably finite number of models and suppliers. The advantage of this choice of model is that price index
theory for CES preferences is extremely well developed. Sato (1976) derived the ideal exact price index for
CES preferences when the same models are sold in both the base- and measurement periods. Feenstra (1994)
extended Sato’s index to an exact matched model index that can be used when the universes of models sold
in both periods do not coincide.

The methodology used in this paper is closely related to the Monte Carlo methodology in econometrics.
In this sense, I follow Lloyd (1975) who also used simulation methods to quantify certain properties of price
indexes. In Lloyd’s (1975) study the focus was on the substitution bias in price indexes. Here the focus is on
their quality bias. I take Lloyd’s (1975) approach one step further by not generating my own data but instead
basing my simulation on observed prices of CPU’s for PCs. Hence, my simulation results do not only
illustrate the existence of the bias but also its empirical relevance.

The structure of the paper is as follows. In the next section I introduce the form of the CES preferences
that I consider in the rest of the paper and derive the theoretical price level that price indexes are meant to
measure. In Section 3 I illustrate graphically how conventional price index methods might yield a downward
quality bias for these preferences. This graphical description is essentially an informal version of the results
that are derived in the context of the theoretical model. I introduce this theoretical model in Section 4. I
consider its demand and supply side and show how its Pure Strategy Nash equilibrium exists and is unique.
In Section 5 I then proceed by deriving some general results for the sign of the quality bias in matched model
and hedonic price indexes calculated for a specific parameterization of the model. In Section 6 I present the
results of a simulation of the model that is based on actual data on prices and benchmark ratings of CPUs. I
illustrate how this simulation confirms the results shown in Sections 3 through 5 and show why these results
are empirically relevant. Section 7 concludes.

2. CES-preferences and the theoretical price level
The aim of this paper is to be able to make normative statements about price index methods and to say which
ones perform better, in certain situations, than others. In order to make these normative statements we need
to define what it is we would like our price index methods to measure. Since Konüs (1939) the main focus of
price index theory has been on constructing a cost-of-living index (COLI). The aim of a COLI is to track the
(percentage) changes in the minimum expenditures required to reach a certain base-level of utility over time1.

The minimum amount of expenditures that is necessary to reach a certain utility level crucially depends
on the underlying preferences of the consumer. Hence, the theoretical price level that price index methods
are after depends on the preferences of the consumer. In reality, a market consists of a spectrum of
consumers with different preferences. It turns out that it is not always possible, in such cases, to specify the
theoretical price level because aggregate demand does not always behave as if it is generated by a well-
behaved aggregate utility representation.

                                                
1 I will focus on consumer price indexes throughout this paper. The theory presented in this paper is also applicable to producer price

indexes, which are aimed at tracking the minimum cost required to obtain a base quantity of output over time.
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The focus of this paper is not on the conditions for the existence of an aggregate utility representation for
aggregate demand. What I will do is simply use one of the best developed aggregate utility representations
for which it has been proven that it can be interpreted as the aggregate utility function of a market with a
continuum of heterogeneous agents. This aggregate utility representation is Constant Elasticity of
Substitution (CES) preferences. Anderson, de Palma, and Thisse (1993) introduced the microfoundations of
CES preferences and showed how they can be interpreted as the aggregate utility representation of a market
consisting of a continuum of heterogeneous agents.

Let Xi,t be the quantity consumed of good i at time t, where I will assume that good i=0 is the numeraire
good. Ct is the universe of goods sold at time t. I will assume that aggregate demand in the market in the
theoretical model behaves as if resulting from the utility maximizing decision of a representative consumer
with the utility function
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= ∑  where λ>0 and 0<α<1 (1)

This is a relatively standard CES utility function, where σ≡(1+λ)/λ is the constant elasticity of substitution.
The only non-standard features of (1) are that the quantities for goods i∈ Ct\{0} are multiplied by a quality
parameter ai and that the numeraire good, i=0, is included.

Let pi,t be the price of a unit of good i. Since i=0 is the numeraire good, I will assume that p0,t=1 for all t.
In the rest of this paper, I will focus on the construction of a price index for the set of goods, which I will call
models in the future, that are contained in the CES part of (1). That is, my focus is on the measurement of the
price level of the set of models i∈ C*

t where C*
t=Ct\{0}.

We are thus confronted with two sets of goods, i.e. the numeraire good and the models for which we
would like to measure an aggregate price level. Diewert (2001) shows that, because the preferences in (1) are
separable between X0,t and the other goods, the aggregate price level for the models i∈ C*

t is well defined. In
particular, aggregate demand for the models i∈ C*

t will be as if it was generated by the representative agent
maximizing the amount of utility obtained from these models for the expenditures solely on these models.
This implies that the theoretical price aggregate for the set of models i∈ C*

t is the CES price aggregate as
applied in, among many, Dixit and Stiglitz (1977), Hornstein (1993), and Feenstra (1994). This aggregate,
the value at time t of which I will denote by Pt

T, reads
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It is a CES aggregate of the prices per quality unit for all models that are traded in the market. This price
aggregate represents the money cost of a unit of utility obtained from the consumption of the competing
varieties in the set of models Ct

*. This money cost does not depend on the base-level of utility because the
preferences are homothetic.

The aim of price index methods is to construct an index that approximates, up to a constant, the path of
Pt

T. In particular, the index methods are meant to estimate the period by period percentage change in Pt
T.
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Throughout this paper, I will focus on the percentage change in Pt
T between periods t=0 and t=1. I will refer

to the percentage change in Pt
T between those two periods as the theoretical inflation rate and will denote it

as

T

TT
T

P
PP

0

01 −=π (3)

It represents the percentage change of the money cost of a unit of utility between periods 0 and 1.
If one would know all the preference parameters in (1) then it would not be difficult to calculate the

theoretical inflation rate in (3). In practice, however, the preference parameters are not observed. That is, we
do not exactly know the elasticity of substition, i.e. σ≡(1+λ)/λ. Neither do we know the quality embodied in
each unit sold for each model, i.e. ai. In fact, when we apply price index methods we do not even know by
what preference representation aggregate demand is generated. There are basically two lines of thought here,
which I will both pursue in this paper.

The first line assumes that aggregate preferences belong to a certain class and then uses this restriction to
obtain an estimate of (3). For the CES preferences the index that exactly measures the theoretical inflation
rate is the one derived by Sato (1976). The details of this index are described in Table 1. Sato’s index is valid
under the assumption that the universes of models sold in both periods are the same, such that C0

*= C1
*. It is

a proper price index in the sense that it only depends on observables, namely expenditure shares and prices.
The requirement of coinciding sets of models being sold in both periods renders the Sato (1976) index

inapplicable at many lower levels of aggregation. Many markets have a high rate of product turnover, as
illustrated in Aizcorbe, Corrado, and Doms (2000) for the market for Intel CPU units and in Silver and
Heravi (2002) for the market for laundry machines. Hence, it is thus essential to develop price index methods
that allow for dynamic universes of models that change over time, i.e. C0

*≠ C1
*. Feenstra (1994) extends

Sato’s result to a quasi-index that is exact for CES preferences with non-overlapping universes of models.
Feenstra’s is a quasi-index because it depends on the unobserved elasticity of substitution, which has to be
estimated to implement the index. It is described in Table 1 and I will discuss its intuition in more detail later
on.

Price index theory is thus very well developed for CES preferences. We know the form of the exact
indexes both when the universe of models is static as well as when it is dynamic. The problem is that in
many practical cases it is a big leap to assume that demand is generated by aggregate CES preferences. This
brings us to the second line of thought. This line is to construct price indexes that do not exactly measure (3)
but instead reasonably approximate it for a very broad class of preferences.

This is the approach most commonly chosen for the calculation of aggregate statistics. Classical price
index theory, among others Konüs (1939), Frisch (1936) and Fisher (1922), yielded many important results
for the case in which the universe of models is static. Konüs (1939) introduced the concepts of a cost-of-
living index and substitution bias in price indexes that price a fixed basket of goods. Frisch (1936) showed
how Konüs’s substitution bias result implied that for homothetic preferences the change in the true cost of
living is bounded from above by the Laspeyres index and from below by the Paasche index. Fisher (1922)
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showed how the geometric mean of the Laspeyres and Paasche indexes constitutes an ideal index in the sense
that both the price and quantity indexes have the same functional form.

A large part of the literature has focused on the question which price index formula approximates (3) in
the ‘most reasonable’ way. Examples of studies along this line are Fisher (1922), Diewert (1976), as well as
Lloyd (1975), Braithwait (1980), Manser and McDonald (1988), and Aizcorbe and Jackman (1993).

A much smaller part of the literature has focused on the construction of ‘reasonable’ approximations to
(3) in case of dynamic universes of models. The problem when the universes of models are dynamic is that
the prices of new goods are not observed in the first period, while the prices of obsolete goods are not
observed in the second period. It is thus not possible to measure the percentage change in the prices between
both periods for new and obsolete goods.

Two approaches are generally considered when dealing with this problem. The first, known as matched
model indexes, makes specific assumptions about the relative price per quality unit of the new models versus
the old models. These assumptions are such that they imply that the change in the overall price level can be
estimated solely as a function of the price changes of the models that are sold in both periods, i.e. that are
matched. Triplett (2002) contains an overview of the different matched model methods and the possible
biases that they induce.

The second, known as hedonic price indexes, uses a regression model that relates the price of a model in
a certain period to its characteristics to impute the unobserved prices for the new and obsolete models. This
imputation completes the set of prices needed to apply conventional price index methods developed for
overlapping universes of models. After the price imputation of the missing price observations, indexes are
then constructed using conventional price index methods.

3. A graphical illustration of the main argument
The conventional wisdom is that the introduction and obsolescence of goods in a market would cause
standard price index methods to overstate the actual inflation rate. The Boskin (1996) commission report as
well as its recent reassessment by Lebow and Rudd (2001) both contain extensive descriptions of this
conventional wisdom. There are three main reasons why this is argued to be the case. The first reason,
designated quality bias by the Boskin (1996) commission, is that current price indexes do not properly
capture the quality improvements embodied in new (or improved) models. By underestimating these quality
improvements, price indexes will attribute too much of changes in expenditures to changes in prices rather
than to changes in quantities. The second reason, designated product bias by the Boskin (1996) commission,
argues that prices of new goods tend to drop faster than those of established models. Because new goods and
models are only included in the sample of goods used to calculate the price index with a certain delay, the
initial price drops early in the product cycle are not captured by current price indexes. Finally, there is the
substitution bias. This bias is due to some price indexes, including the CPI and most price indexes calculated
in Europe, being fixed weighted price indexes which do not capture the increases in welfare from consumers
being able to substitute new goods for goods that they were previously consuming.

In the rest of this paper I will mainly focus on the quality bias and ignore issues related to the latter two
sources of bias. In general it is hard to argue against statistical agencies including new models and goods
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more timely in their samples and reducing the potential sources of product bias. Furthermore, the issue of
substitution bias is currently being addressed, at least for the U.S. CPI, by the joint publication of a fixed
weighted as well as a chain weighted price index. The latter is meant to account for the substitution bias. See
Bureau of Labor Statistics (2002) for a detailed description.

The main point of this paper is that the quality bias in price indexes is not solely a source of upward bias.
Instead, the quality bias induced by most commonly applied price index methods can be both upward as well
as downward. Before I illustrate this in a formal mathematical economic framework, I first describe the main
intuition of the argument graphically in this section. The graphical description in this section is based on
Figure 1 through Figure 3.

The top panel of Figure 1 depicts two hypothetical price schedules, for t=0 and t=1, of a set of models
that differ according to their quality levels, ai. I will assume that ai is not directly observed. Therefore, the
researcher observes the price of each model, i.e. pit, but does not know its relative position on the x-axis. As
explained in the previous section, what is important for the price level associated with the CES preferences
that I consider is not the actual price levels, pit, but the price per unit of quality, pit/ai, for each model. Panel
(b) of Figure 1 depicts the associated schedule of prices per quality unit. Panel (c) contains the same price per
quality unit schedule and adds some of the notation that I will use in the rest of this paper.

Just like in the previous section C*
t denotes the set of models sold in period t, while Pt

T denotes the
theoretical price level at time t. Note that I have chosen to draw the example such that PT

0<PT
1. That is, in the

graphical example the actual price level increases between periods t=0 and t=1, such that there is positive
inflation. In each period the set of models sold, i.e. C*

t, consists of a group of models that are not sold in the
other period, i.e. the set At-Bt, as well as a group of models that are ‘matched’ in the sense that they are sold
in both periods, i.e. the set Bt-Dt. 

What I will now illustrate is that, even though the theoretical price inflation is positive for these
hypothetical price schedules, most commonly applied price index methods will tend to measure negative
inflation instead. That is, in this graphical example standard price index methods will tend to underestimate
actual inflation rather than overestimate it, as the consensus view suggests. I will illustrate this for both
matched model as well as hedonic price indexes.

There are several ways in which matched model indexes are calculated. They each make different
identifying assumptions about the relative price per quality unit of the obsolete and new models in the
market. 

The first method, often referred to as ‘direct comparison’, assumes that the obsolete and new models can
be directly compared in the sense that they embody the same levels of quality. Because this method assumes
that there are no quality improvements between the old and new vintages of models, this method is never
applied in markets with rapid product turnover due to technological progress, like those for computers and
other electronic products for example. Because I will focus on markets with quality improvements in the
products sold, I will disregard this method in the rest of this paper.

The second method, known as ‘link-to-show-no-price-change’, assumes that the price per quality unit is
the same for the obsolete and new models. In this case, the relative price of the obsolete and new models is
assumed to be fully attributable to quality improvements. Aizcorbe (2001) uses this assumption for example
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to identify the parts in semiconductor price changes attributable to quality changes and price changes
respectively. Note that, as Triplett (2002) describes in more detail, this method overestimates inflation only
when the price per quality unit of the new models is lower than that of the obsolete models. In that case the
method overestimates the price per quality unit for the new models and thus will overestimate inflation. The
reverse is true in our graphical example here. In the example the price per quality unit is higher for the new
models than for the old models. Consequently, the method will overestimate quality changes and
underestimate the actual level of inflation.

The final matched model method that is frequently applied is the “Implicit Price – Implicit Quantity”2

method (IP-IQ). This method is based on the identifying assumption that the overall price change equals the
price change in the set of matched models. When one makes this assumption, the price levels of the
unmatched models are not needed to measure inflation. Hence, in this case the unmatched models are
ignored, i.e. “deleted”, and standard price index methods are applied to the set of models that is sold in both
periods, i.e. the matched models.

Figure 2 illustrates the application of the IP-IQ method in our graphical example. The set of matched
models in the example is the intersection of C*

0 and C*
1. Consequently, the IP-IQ method will compare the

B0-D0 part of the period 0 price schedule with the B1-D1 part of that of period 1. For all models in this range
the prices are falling. The IP-IQ method will thus, incorrectly, find a drop in the overall price level. The
simplest way to see why the IP-IQ method underestimates inflation in this case is to compare the relative
prices of the deleted sections A0-B0 and A1-B1 with the matched parts of the price schedules.

For the deleted part A0-B0 in period 0 we obtain that the prices per quality unit are lower than the prices
per quality unit on the matched part of the schedule, B0-D0. Consequently, the deletion of the below average
prices on the A0-B0 part of the price schedule will lead to an inferred price level in period 0 that is higher than
the actual level. Similarly, when the above average prices of part A1-B1 are deleted in period 1, the prices of
the matched models, i.e. B1-D1, reflect a price level that is lower than the actual price level. That is, because
the price per quality unit is increasing in quality and the worst models become obsolete while the new
models are of the highest quality, the price level in period 0 is overestimated while the price level in period 1
is underestimated. The combination of these two measurement errors leads to an unambiguous downward
bias in the measured inflation rate, independent of which price index formula is applied.

One final thing is worth noting about this argument. That is that the bias incurred due to the application
of the IP-IQ method does not depend on the overall inflation rate. Instead, it completely depends on the
cross-sectional behavior of the prices per quality unit as a function of the quality units embodied in the
models sold in the market. I will prove this in a more formal example later on. This result contrasts sharply
with the argument in Triplett (2002) who argues that “The errors produced by the IP-IQ method are
symmetric, in the sense that when prices are falling the IP-IQ method tends also to miss price declines. …
Prices have generally been falling for electronic products, including IT products. When the IP-IQ method is
used to construct price indexes for electronic products, the price indexes are biased upward because they do
not adequately measure price declines that accompany new introductions”. The example here suggests that

                                                
2 This is also often referred to as the “deletion” method.
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what matters for the IP-IQ bias in IT product inflation is not whether prices are declining over time but rather
whether prices per quality unit are declining in the amount of quality embodied in the models.

Hedonic price indexes are, in some sense, the opposite of IP-IQ matched model indexes. That is, where
the IP-IQ method ‘deletes’ the observed prices of the unmatched models, hedonic methods ‘insert’ the
unobserved prices of the unmatched models. This insertion, or more correctly ‘imputation’, is done by
estimating a hedonic price equation that relates the price of a model in a particular period to a set of its
quality characteristics and then using this equation to predict what the unobserved prices of the unmatched
models would have been.

Over the past five years, hedonic price indexes have been implemented for an increasing number of
goods for U.S. aggregate statistics. See Landefeld and Grimm (2000) as well as Moulton (2001), for
example, for a discussion of the application of hedonic price indexes in the U.S. national accounts. The main
reason why hedonic price indexes are adopted for an increasing number of goods is the practical problem that
the IP-IQ method ends up not using a large part of the available price quotes in markets where new and
obsolete models make up the bulk of models traded. This is particularly a problem for computers and related
equipment.

The believe is that by taking the price data for the obsolete and new models into account and relating
them directly to quality characteristics, hedonic price indexes more properly adjust for quality and are less
subject to quality bias. This seems to be confirmed by the fact that hedonic price indexes tend to find less
inflation for most of the goods to which they are applied3 than standard matched model indexes, which are
said to overestimate inflation.

Is it true that hedonic price indexes have a smaller quality bias than matched model indexes? Not
necessarily. In order to see why not, consider Figure 3. Which prices are imputed in a hedonic price index
depends on the price index formula applied. The two panels of Figure 3 depict the two most common cases. 

The top panel considers a hedonic Laspeyres index, which intends to measure the percentage change in
the cost of the models sold in period 0. The Laspeyres index requires the use of the prices of the models that
became obsolete in period 1. Therefore, a hedonic regression model is used to impute these prices and the
price schedule in period 1 is extended by the imputed part D1-E1. The Laspeyres index then basically
approximates the change in the overall price levels implied by the curves A0-D0 and B1-E1. The overall price
level implied by A0-D0 coincides with the actual price level in period 0, i.e. P0

T. The price level implied by
B1-D1, denoted by P1

HL in the figure, is lower than the actual price level in period 1. The reason is that for the
calculation of the Laspeyres index the above average prices per quality unit in the part A1-B1 are ignored.
Moreover, the imputation adds below average prices per quality unit in the section D1-E1. Hence, the inferred
price level in period 1 is below the actual price level and inflation is underestimated. In fact, because the A0-
D0 schedule is above the B1-E1 schedule everywhere, in this example the hedonic price index would find
spurious price deflation.

The bottom panel depicts the calculation of a hedonic Paasche index. It is meant to approximate the
change in the cost of the models sold in period 1. Therefore it requires the imputation of the D0-E0 part of the

                                                
3 See for example Gordon’s (1990) hedonic price indexes.
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price schedule in period 0 and ignores the part A0-B0 in its calculation. The imputed part D0-E0 consists of
above average prices per quality unit and the ignored part A0-B0 of below average prices per quality unit.
This leads to the hedonic method overestimating the price level in period 0. This estimate is denoted by PHP

0.
Again, the hedonic method will find spurious deflation. This time because it overestimates the price level in
period 0, rather than underestimates the price level in period 1.

Thus, my tentative graphical example illustrates why matched model and hedonic methods might
actually result in estimates of inflation that are too low rather than too high. However, this simple graphical
example can only be used for illustration purposes, it does not prove that such biases might occur in the data.
In order to show that these biases are likely to occur, I introduce a fairly standard theoretical model in the
next section and show how the equilibrium outcome of the model gives rise to biases of the same kind  as
discussed here.

4. Theoretical model
The aim of this section is to introduce a simple theoretical framework that generates the kind of bias that I
discussed in the section above. The theoretical framework introduced here is based on the CES model
considered by Anderson, de Palma, and Thisse (1992). Feenstra (1995) applied this model to hedonic price
indexes. I will introduce the theoretical model in three subsections. The first explains the demand side of the
market, while the second focuses on the supply side of the market. In the final subsection, I will prove
existence and uniqueness of the Pure Strategy Nash equilibrium that determines prices and quantities in the
market and will derive some of the relevant comparative statics for this equilibrium.

Demand side of the market

Aggregate demand in this market can be represented as generated by a representative agent choosing the
demand { }

tCitiX
∈,  to maximize the aggregate utility function in equation (1). This utility function is

maximized subject to the budget constraint

∑
∈
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*

,,,0
tCi

tititt XpXY (4)

where Yt denotes real income in terms of the numeraire commodity and pi,t is the price of commodity i in
terms of the numeraire good X0,t.

The maximization of this utility function yields the demand functions
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for the non-numeraire commodity, i.e. i∈ C*
t. The variable ( )α+= 1~

tt YY  is the level of total expenditures

on these models. These demand functions are very similar to the ones implied by standard CES preferences
where the level of quality for all goods is the same, i.e. ai=1 for all i∈ C*

t.  The main difference is that the
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relevant relative price of each good that determines its market share is its price per unit of quality, that is
pit/ai, rather than its unit price, pit.

Supply side of the market

The next concern is the supply side of the market for i∈ C*
t. I will assume that the producer of model i at each

point in time, t, faces a constant unit production cost cit. I will consider Pure Strategy Nash equilibria in
prices for a market with a fixed set of models, { } *

tCiit a ∈=a . Such Nash equilibria imply that the supplier of

model i takes as given the prices pjt for j∈ C*
t\{i} and chooses its price pit to maximize its profits

( ) ititit Xcp − (6)

subject to the demand function (5). The profit maximizing choice of price pit in this case satisfies the
following first order condition.
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This condition implies that the supplier of each model chooses its price such that its cost-price ratio equals
one plus the inverse of the own price elasticity of demand for good i.

Since the own price elasticity of demand for good i is negative, this implies that cit/pit<1. That is, price
exceeds marginal and average cost and the firm charges a markup. For the price elasticity of demand, we
obtain that
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where ( )tti ,apθ >0 is the negative of the price elasticity of demand for good i and { } *
tCiitt p ∈=p  is the

sequence of prices charged in the market. Essential for the results that are to follow is that this elasticity is
specific to good i. This is contrary to the setup of monopolistic competition that is often used to model
imperfect competition in models with price rigidities, like in Hornstein (1993). These models generally
consider a symmetric equilibrium in which each monopolistic competitor is too small to affect the aggregate
price level and its own price elasticity of demand.

Using the notation above, the supplier of good i will set its price such that
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where ( ) 1>tti ,apµ  is the markup charged by the firm. Solving for this markup yields that
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This implies that the pure strategy Nash equilibrium in this market satisfies the following system of
equations
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This system of equations will be the center of attention in what is to follow. 

Equilibrium

Now that I have derived the conditions for a Pure Strategy Nash equilibrium in equation (11), the question
that remains is whether there exists a set of prices the satisfies this equation. In this section I will not only
show that this is the case, but also prove the uniqueness of this equilibrium price schedule. I will then
proceed by deriving some of its comparative statics that are relevant for the price index measurement results
that I will prove later on.

First and foremost though, it is important to realize that the Pure Strategy Nash equilibrium in prices that
I consider actually exists and is unique. This is what I prove in the following proposition.

Proposition 1: Existence and uniqueness of equilibrium

For any λ>0 and sequences { } *
tCiit a ∈=a and { } *

tCiitt c ∈=c  where ai,cit>0 for all i∈ C*
t there exists a

unique Pure Strategy Nash equilibrium in prices.

The benchmark case, and as it turns out the only one in which standard price index methods do not generate a
bias, is the case in which each supplier faces the same unit production cost per quality unit. As I show in the
proposition below, the price per quality unit is the same for all models in the market in that case.

Proposition 2: Symmetric equilibrium

The market has a symmetric equilibrium in which the price per quality unit is constant across

models, i.e. pit=p*
tai for all i∈ C*

t, if and only if the producer of each model faces the same marginal

unit production cost per quality unit, i.e. cit=c*
tai.

In the previous section I argued that the bias that I illustrated graphically was the result of the price per
quality unit not being constant across models sold in the market. In fact, in the example, the price per quality
unit was higher for better models. In the symmetric equilibrium derived above the price per quality unit is
constant and it is thus unlikely that this equilibrium will yield a bias of the sort described before. However, if
the marginal production cost per quality unit is not the same across models sold in the market, then neither is
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the price charged per quality unit. In that case the market equilibrium will be asymmetric in the sense the
models will have different market shares. As I show in the following proposition, the suppliers that produce
the models with the higher marginal production cost per quality unit will charge a higher price per quality
unit and will have a lower market share.

Proposition 3: Properties of asymmetric equilibrium

In the asymmetric equilibrium, producers with higher marginal production costs per efficiency units,

i.e. cit/ai, (i) charge a higher price per efficiency unit, pit/ai, and (ii) a lower markup, pit/cit.

The above result is important because it suggests that any asymmetric equilibrium exhibits prices per quality
unit that are unequal across the models sold in the market and thus has the potential of generating the bias
described in the previous section.

5. Price index bias in the theoretical model
Now that I have developed the theoretical model of this market, it is time to consider what conventional price
index methods would measure in this market. In order to illustrate the quality bias it is essential to consider
dynamic universes of goods such that

*
1

*
0 CC ≠  and ∅≠∩ *

1
*
0 CC (12)

In principle, there are many ways in which the set of models traded in the market can change and each of
these changes might have a different effect in the theoretical example considered here. Because it is simply
impossible to consider all of these different cases, I will limit myself to one specific example. In the first
subsection, I will describe the parameterization of this example in detail. Then, in the second subsection, I
will consider what happens when standard price index methods are applied in this example.

Parameterization of example

The example that I will consider is one where the model at ‘the bottom of the line’ in period t=0 becomes
obsolete in period t=1 and in which in period t=1 a new ‘top of the line’ model is introduced. The ‘bottom of
the line’ model at t=0 is the lowest-quality model, i.e. the one with the smallest ai among all i∈ C*

0. The ‘top
of the line’ model introduced in period t=1 is such that its quality exceeds that of all models traded in period
t=0.

Consequently, in both periods the same number of models is sold4. I will denote this number by
N=N0=N1. I will index the models as i=1,…,N+1, where model 1 is the ‘bottom of the line’ model that
becomes obsolete at time t=1 and model N+1 is the new ‘top of the line’ model introduced at t=1. This
indexation implies that C*

0={1,…,N} and C*
1={2,…,N+1}.

                                                
4 Price indexes also have a problem measuring the increased utility from the availability of more models. This is known as variety

bias. I will abstract from variety bias throughout this paper.
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Two things are still to be defined. The first is the parameterization of the quality levels { } 1
1
+

=
N
iia . I will

assume that quality is increasing in i such that

( ) 11 −+= i
i ga (13)

where g>0 represents the quality growth rate across models.
The second is the parameterization of the unit production costs { } 1

1
+

=
N
iitc . The parameterization that I will

choose for these unit production costs is
γ+= 1*

itit acc (14)

This parameterization is such that if γ=0 then the production costs per quality unit are identical across
models and the equilibrium is symmetric. If γ<0 then the production costs per quality unit are lower for
better models and their suppliers will charge a lower price per quality unit and a higher markup in
equilibrium, as shown in proposition 3. Similarly, if γ>0 then production costs per quality unit are higher for
better models and, as in the graphical example, the price per quality unit is higher for better models. Hence, γ
represents the steepness of the cross-model production costs per quality unit schedule. Because of
proposition 3, this implies that γ also represents the steepness of the cross-sectional price per quality unit
schedule.

I will parameterize the change of c*
t over time as follows. Let ∏

∈

=
*

/1
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tt aa  then I will assume that

γ
t

t
t a
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* =  where ( ) 01
~1~ cc π+= (15)

The reason that I parameterize c*
t like this is because, in equilibrium, the structural parameter π has a specific

interpretation. This is proven in the following proposition.

Proposition 4: Interpretation of structural parameter π

In equilibrium, the structural parameter π equals the theoretical inflation rate, i.e. π=πT.

Given this parameterization, the question is how estimated inflation on the basis of the various price index
methods depends on the underlying structural parameters, N, g, π, γ, and λ and how it compares to the actual
level of inflation, πT. This question is addressed in the next subsection.

Quality bias

Just like in the graphical example of section 3, I will first address the bias induced by matched model indexes
and then consider hedonic price indexes in this theoretical model.

For the matched model price indexes I will solely consider the, most frequently used, IP-IQ method. The
following proposition states the properties of the IP-IQ linked matched model indexes in this example.

Proposition 5: Matched model index properties
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An IP-IQ linked matched model index yields an estimate of inflation, πM, that has the following

properties:

(i) πM =πT if γ=0.

(ii) πM >πT if γ<0.

(iii) πM <πT if γ>0.

This result does not depend on which of the price index formulas (except the Feenstra (1994) index

which is exact) is applied.

This proposition is the formal mathematical proof of the informal argument that I stated with respect to
matched model price indexes for the graphical example in section 3. That is, the sign and magnitude of the
quality bias in matched model price indexes does not depend on the sign and magnitude of the overall
inflation rate. Instead, it depends on the cross-sectional behavior of prices per quality unit for the models
sold in the market.

That the bias does not depend on the sign and magnitude of the overall inflation rate follows directly
from the fact that the result in proposition 5 does not depend on the structural parameter π. The dependence
of the bias on the steepness of the cross-sectional schedule of prices per quality unit across models is implied
by the bias in the matched model indexes only depending on the parameter γ.

That is, if γ>0 then, according to proposition 3, the price per quality unit is increasing in the level of
quality embodied in the model. This is the case depicted in the graphical example of section 3 and is the case
that yields a downward bias in the measured inflation rate. If γ<0 then the reverse is true.

 So, how do hedonic price methods behave in the theoretical model here? This question can only be
answered conditional on the behavior of the imputed price levels. I do so in the next proposition.

Proposition 6: Hedonic price index properties

A hedonic price index yields an estimate of inflation, πH, that has the following properties:

(i) πH =πT if γ=0.

(ii) πH >πT if γ<0, if the imputed prices satisfy the property of the equilibrium price schedule

that prices per quality unit are decreasing in the quality embodied in the model.

(iii) πH <πT if γ>0, if the imputed prices satisfy the property of the equilibrium price schedule

that prices per quality unit are increasing in the quality embodied in the model.

Just like in proposition 5, this result does not depend on which of the price index formulas (except

the Feenstra (1994) index which is exact) is applied. 

The proof of the proposition above gives some interesting insights. First of all, the hedonic price indexes
only yield an unbiased estimate of inflation whenever the equilibrium is such that the price per quality unit is
constant across the models traded in the market. However, if the price per quality unit is constant across
models, then matched model indexes will do just fine. In fact, if the price per quality unit is constant across
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the models sold in the market, then one can simply measure overall inflation by considering the percentage
price change of a single model. That is, when the price per quality unit is constant across the models sold in
the market quality bias is not an issue. This itself is an important observation.

Bils and Klenow (2001) for example use microdata from the Consumer Expenditure Survey to estimate
the quality bias in the CPI for several durable consumption goods. They do so by estimating a structural
model of durable goods consumption. In order to quantify quality growth in this model, however, they
assume that independent of each household’s expenditures on a particular durable consumption good, the
price paid per quality unit is constant for all households. Hence, no matter what model the households are
buying, they are assumed to pay the same price per quality unit. This means that Bils and Klenow (2001)
implicitly assume that the price per quality unit is constant across models. However, if this identifying
assumption would be true in the data then the BLS would have had no problem quantifying quality growth in
the first place.

If the price per quality unit is constant, then relative prices represent relative quality differences. In that
case the coefficients in the hedonic regression model will represent the marginal quality coefficients of the
quality indicators. Feenstra (1995) shows that when these coefficients represent these marginal values,
hedonic price indexes will work properly. In fact, for certain classes of preferences Feenstra (1995) derives
exact hedonic indexes. However, when he considers the existence of markups he also observes that when this
is not the case then the estimated hedonic regression coefficients might over- or underestimate the quality
difference between the models.

This is the case when γ>0 and γ<0. In those cases hedonic regression coefficients do not only reflect the
marginal quality differences between the models but also reflect the slope of the price per quality unit
schedule.

Log-linearized approximation of the bias

In order to consider how the size of the bias depends on the parameters, it turns out to be illustrative to
consider the log-linear approximation of the bias around the symmetric equilibrium derived in Proposition 2.

Proposition 7: Log-linearization of the bias

The log-linear approximation of the equilibrium around the symmetric equilibrium of Proposition 2

yields that both matched model as well as hedonic price indexes are subject to a bias equal to -θg,

where
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and does not depend on the actual inflation rate π.

What constitutes this bias? The reason for this bias is that the price index methods can not distinguish
between a movement in the price per quality unit schedule over time due to an actual change in the overall
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price level and a move in the schedule because the introduction of a new model shifts the relative
competitive advantages (in production and the market) and thus prices of the models sold in the market.

In order to see this, consider Figure 4. It disentangles the various effects on the schedule of the logarithm
of the price per quality as a function of the logarithm of the quality. That is, it graphically represents the first
difference of (59) over time and the various things that influence it.

Consider model i at time t=0. It has price pi0, such that the logarithm of its price per efficiency unit is
ln(pi0/ai). At time t=0 it is at point A on the log price per quality unit schedule. For expositional purposes, I
have drawn this graph for π<0 and γ>0. The drop in the overall price level π<0 shifts the log of the price per
quality unit of model i down from point A to point B. However, something else happens at the same time as
well. That is the introduction of the new model N+1 and the exit of model 1. 

Because of the introduction of the new, superior, model and the fact that production costs are increasing
in the quality embodied in the model, the production costs of model i relative to those of its competitors will
drop. This allows the supplier of model i to charge a lower price per quality unit than in period t=0. In fact,
because of the setup of the model, model i+1 takes over model i’s position in the relative quality ladder in
period t=1. Therefore, in period t=1 model i+1 will be sold at the same relative price per quality unit that
model i was sold at in period t=0. This is depicted in Figure 4 by the horizontal shift from B to C. The slope
of the log price per quality unit schedule, i.e. θ, and the length of the horizontal shift, i.e. g, then jointly
determine how far below ln(pi0/ai)+π the logarithm of model i’s price per quality unit in period t=1, i.e.
ln(pi1/ai), ends up.

Hence, in terms of this Figure 4, the problem of the price index methods is that they do not distinguish
between the actual change in the overall price level, depicted by the shift from A-B, and the effect of the shift
in the relative qualities of the models due to the introduction of a new model, depicted by the movement
from B-D.

6. Data based simulation: CPU prices
So far, the point that I made is purely theoretical and I haven’t addressed its empirical relevance. This section
is intended to do so. In this section I illustrate how the effects described above would lead to, mostly
downward, bias in measured inflation for CPU prices.

Experiment setup

The approach that I will take is as follows. I will use weekly price data for CPU prices to obtain an
empirical set of prices, pit. Furthermore, I use data on benchmark test performance of these CPUs as a
measure of their quality, ai. Using these two datasources5, for each week I have a set of data on price per
quality unit, pit/ai. The data do not contain any information on market shares of the different processors. I
will simulate these data myself under the assumption that demand in the market is generated by the same
CES preferences used in the theoretical model, i.e. equation (1). This requires the choice of the elasticity of
substitution σ=(1+λ)/λ>1.

                                                
5 The data are described in detail in Appendix B.
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The result is that for various elasticities of substitution, I simulate a sequence of weekly cross-sectional
samples of CPU prices and CPU market shares that are consistent with the preferences in (1). The nice thing
of this simulation is that I know exactly the implied path of the theoretical price level. This then allows me to
compare the price path estimated using conventional price index method with the path of the theoretical price
level and to assess the sign and magnitude of the bias induced by these index methods.

Before considering the details of the results of this simulation, it turns out to be illuminating to first
consider the behavior of prices per quality unit, i.e. pit/ai, for the CPUs in the sample. The sample covers
about one and a half years, starting in 10/28/01 and ending 03/17/03. Figure 5 depicts the empirical
equivalent of panel (b) of Figure 1. It plots the price per efficiency unit, i.e. the price per benchmark unit, as
a function of the benchmark ratings. As can be seen from Figure 5, the price per efficiency unit schedule is
increasing in the quality of the processor, both at the beginning and the end of the sample. These periods are
no exception. In fact, the price per benchmark unit is increasing in the benchmark rating for all weeks in the
sample.

The general cross-sectional pattern of CPU price declines is as follows. The prices of CPUs with the
highest benchmark ratings tend to decline the fastest, while those on the bottom end of the range of CPUs
sold barely change. The small price changes of CPUs at the bottom end of the spectrum might be partly
induced by the way the data are collected. Probably, prices of cheap CPUs are still quoted for a while after
they are sold. Anyway, because of this pattern of price declines we know beforehand that methods that weigh
the price changes of the bottom end models more will find less price declines than methods that put a higher
weight on the upper-end models.

The two observations above suggest the following. First, the fact that the price per benchmark unit is
increasing in the benchmark rating creates the potential for price index methods to underestimate the price
changes over the sample period. That is, quality bias for the CPU price index calculated based on these data
is most likely negative rather than positive. Secondly, the different rates of price declines of low- and high-
end CPUs suggest that price indexes that use different goods baskets might actually diverge over the sample
period.

In order to consider how these effects manifest themselves in the data, I calculate the chained weekly
CPU price indexes using the market shares implied by different values of the elasticity of substitution. The
value for which the experiment is performed is 1.5, 2, 4, and 8. I have chosen to present two sets of results. 

The first set calculates the price indexes for a varying number of models sold in the market. Because the
CES preference of equation (1) satisfy Inada conditions, the availability of an additional CPU will always
lower the price level. The effect of the number of goods on the price level is often referred to as the variety
bias. The number of models in the weekly samples fluctuates between 37 and 50. The number of models at
the beginning of the sample period was 46, which is 6 higher than at the end. Because of this, the number of
models traded induces an upward trend in the price level that is not captured by the price indexes.

The second set of results calculates the price index for a constant number of models sold in the market.
For these results I selected the 37 highest priced models in the market in each period and assumed that the
market shares of the other models were zero. Because of this way of constructing the sample, this case does
not suffer from the variety bias described above.
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Results

 Table 2 presents the results obtained for both cases. The first line of the table lists the simulated change in
the actual price level over the sample period for the four different elasticities of substitution. As can be seen
from this line, the decrease in the number of models reduces the magnitude of the implied price declines.
That is, price declines with variety bias are smaller than those without variety bias.

The subsequent twelve lines list the estimated price changes over the sample period for both IP-IQ
matched model indexes as well as hedonic price indexes using six commonly used price index formulas.
These formulas are explained in detail in Table 1. I will first focus on the results for the matched model
indexes and then discuss the results for the hedonic price indexes. Because the topic of this paper is the
quality bias rather than variety bias in price indexes, I will mainly rely on the results without variety bias in
the following.

When one considers the estimated price changes using the hedonic price indexes for the case without
variety bias, one thing is immediately obvious. That is that for most elasticities of substitution all the price
index formulas estimate a price decline that is larger than actually observed for the theoretical price level.
That is, contrary to the consensus view, all the price indexes tend to underestimate CPU price deflation.

 The downward bias is actually quite large. For the six price index formulas applied, the downward bias
in the index varied between 18% and 24% in case of an elasticity of substitution of 1.5, between 12% and
21% for an elasticity of substitution of 2, between 1% and 20% for the elasticity of substitution of 4 and
between –12% and 24% for the elasticity of substitution of 8. The downward bias in the price indexes is the
sum of two different biases, namely the substitution bias and the quality bias. 

The substitution bias has been extensively studied in the literature. Ever since Konüs (1939) and Frisch
(1936) it is well known that price indexes based on the goods basket at the beginning of the period, like the
Laspeyres and Geometric (G0) indexes, tend to overestimate inflation because they do not take into account
the possibility of substituting away from the initial goods basket in response to relative price changes. On the
other hand, price indexes that are based on the basket of goods at the end of the period, like the Paasche and
Geometric (G1) indexes, tend to underestimate the actual inflation rate because they do not take into account
the possibility of substituting away from the final goods basket in the initial period if relative prices made
this desirable.

In order to minimize the potential substitution bias, superlative price indexes, like the Fisher and
Tornqvist indexes, are often used. These indexes are exact indexes for a second order approximation to any
arbitrary continuously differentiable utility function.

For the results in Table 2 it is important to realize that the substitution bias does not always work in the
same direction. It pushes up the CPU price inflation estimated by the Laspeyres and Geometric (G0) indexes,
because of which these find smaller price declines than the other index formulas. I pushes down the CPU
price inflation estimate by the Paasche and Geometric (G1) indexes, because of which these tend to find
larger CPU price declines than the other index formulas. For the superlative indexes, i.e. the Fisher and
Tornqvist indexes, the substitution bias should be relatively small. Therefore, downward bias in the inflation
rate estimated by these indexes can reasonably be solely attributed to the quality bias.
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Taking the biases in the matched model Fisher and Tornqvist indexes as an estimate of the quality bias
suggests that the quality bias in the matched model CPU price index is negative and large. It varies between
approximately -20% for an elasticity of substitution of 1.5 to -9% for an elasticity of substitution of 8. This
implies that a big chunk of the measured price declines in matched model CPU price indexes is spurious and
due to quality bias.

It turns out that hedonic price indexes do not fare any better than the matched model indexes.
The hedonic price index results presented in Table 2 are calculated using imputed prices based on weekly

log-log regressions in which the log of the CPU price is regressed on an intercept, an Athlon dummy, the
logarithm of the clock speed (if applicable), the logarithm of the Athlon speed variable (if applicable), the
logarithm of the bus speed, and the logarithm of the manufacturing process wiring width. The definition of
these variables is explained in more detail in Appendix B. The estimated parameters for these hedonic
regressions turn out to be fairly constant over the sample period and the R2 varies between 0.69 and 0.83.
The coefficients on the bus speed and the manufacturing process variables are insignificant for almost all of
the sample period. Thus, the regression results seem to suggest that it is clock speed that is the driving force
behind CPU prices.

This specification of the hedonic regression results in the imputation of prices that imply relatively high
price declines for models that become obsolete in a period compared to other models on the lower end.
Because of this, the hedonic Laspeyres and Geometric (G0) indexes, which weigh such obsolete models in
their index calculation, find higher price declines than their matched model counterparts. The opposite is true
for the imputed prices for new models at the high-end of the range of models sold. Consequently, the hedonic
Paasche and Geometric (G1) indexes find less price declines than their matched model counterparts. On
balance, though, the hedonic measures find slightly larger price declines than the matched model indexes.
This can be seen from the two superlative indexes, i.e. the Fisher and Tornqvist.

Thus, just like in many other applications, for the example of CPU prices here the hedonic price indexes
tend to measure less inflation than the matched model indexes. Although, the difference is not very large.
However, because they measure less inflation, this does not imply that they measure inflation better. In fact,
they are subject to a bigger quality bias than matched model indexes.

This is an important result because a large part of the literature on investment specific technological
change6 uses Gordon’s (1990) hedonic equipment price index as a measure of the path of the ‘true’ quality
adjusted equipment price. This is based on the premise that standard price indexes tend to overestimate
inflation and that hedonic price indexes do a better job adjusting for quality. Consequently, the smaller
equipment price inflation implied by Gordon’s index relative to more standard indexes like those published
by the Bureau of Economic Analysis is interpreted as quality improvements that go unmeasured in the
standard indexes. The results in this paper suggest that the premise on which these studies are based might
not be correct and that hedonic price indexes might actually exhibit a larger negative quality bias than
matched model indexes.

                                                
6 See, for example, Greenwood, Hercowitz, and Krusell (1997), Cummins and Violante (2001), and Violante, Ohanian, Ríos-Rull,

and Krusell (2000).
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7. Conclusion
In this paper I argued that the quality bias in price indexes does not necessarily always bias them upwards. I
illustrated how the sign and the magnitude of this bias depend on the cross-sectional behavior of prices per
quality unit across the models sold in the market. I did so by introducing a theoretical model that generated a
quality bias in inflation as measured using the most common price index methods. The three main points that
can be taken away from the analysis here are.

First and foremost, the quality bias can be both positive and negative. The sign of the bias does not
depend on the actual underlying overall inflation rate. Instead, it solely depends on the cross-sectional
behavior of prices per quality unit.

Secondly, the bias does not depend on which of the many proposed price index formulas are used to
calculate the index. Laspeyres, Paasche, Geometric mean, Fisher Ideal, Tornqvist, and Sato indexes all
performed is a similar manner in the theoretical model in this paper.

Finally, hedonic price indexes do not necessarily reduce the quality bias. In the examples in this paper,
hedonic methods did just as poorly as matched model indexes. However, other examples, like the one given
in Hobijn (2001), suggest that they might actually do worse in some cases. 

This result is important because the application of hedonic price indexes seems to gain momentum both
with statistical agencies, see Moulton (2001) for example, as well as with researchers. In fact, an extensive
recent research agenda, including Greenwood, Hercowitz, and Krusell (1997), Violante, Ohanian, Rios-Rull,
and Krusell (2000), and Cummins and Violante (2002), has been using Gordon’s (1990) hedonic equipment
price index as a measure of the ‘true’ quality adjusted price change for equipment in the U.S.. However, the
results here suggest that one has to be careful in using this hedonic price index as such a benchmark. Simply
because it measures less equipment price inflation than price indexes published by the Bureau of Economic
Analysis and Bureau of Labor Statistics, does not necessarily mean it adjusts better for quality.

The results in this paper provide additional insights in which type of competitive circumstances are
suspect to generating a bias, up or down, in the price indexes we calculate. Future research could focus on
empirical tests of these conditions and on identifying in which markets what bias is the most likely to occur.
At least it seems that the conventional wisdom that the quality bias biases measured inflation upward
deserves a more thorough empirical verification.
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A. Proofs of propositions
Proof of proposition 1: (existence) Existence of the pure strategy Nash equilibrium follows from the
application of Brouwer’s fixed point theorem. In order to see how Brouwer’s fixed point theorem applies
here, it is most convenient to define c*

it=cit/ai. Rewrite the system of equations that defines the equilibrium,
i.e. (11), in the form
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Let Nt be the number of elements of C*
t, i.e. the number of competing models in the market at time t. Define
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t
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then (18) defines a continuous mapping from Vt to Vt and thus, according to Brouwer’s fixed point theorem
must have a fixed point. Hence, there must exist an equilibrium. 
(uniqueness) Define
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Given Wt, for all i∈ C*
t, there is one unique wit∈ R+ that solves (21). This follows from a straightforward

application of the intermediate value theorem to (21). Define the function f: [0,Wt]→ R+ as
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then f(wit) is continuous and strictly increasing. Furthermore, f(0)=-zit[1+λ]-1/λ and f(Wt)=Wt. Hence, the
intermediate value theorem implies that there must be a unique wit,∈  [0,Wt] for which f(wit)=0.
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Suppose the equilibrium is not unique, then there exist Wt and W’t such that Wt>W’t=(1+δ)Wt,  where δ>0,
such that
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and Wt and wit for all i∈ C*
t satisfy (21), which is also true for W’t and w’it for all i∈ C*

t.
Note that the reason that Wt and W’t can not be the same is because I have shown above that the same Wt

will lead to the same best response by the suppliers of all models and thus to the same equilibrium.
What I will show in the following is that if (21) holds for Wt and wit for all i∈ C*

t, then for all i∈ C*
t it

must be the case that the w’it that satisfies (21) given W’t has to satisfy w’it<(1+δ)wit. However, this would
imply that W’t<(1+δ)Wt=W’t which is a contradiction.

In order to see this, suppose that w’it≥(1+δ)wit. In that case, equation (21) implies that
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which is a contradiction. Hence, there can only be one equilibrium. 

Proof of proposition 2: (⇒) If cit/ai=c*
t and does not depend on i, then (11) reduces to
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When we choose pit/at=p*
t for all i∈ C*

t and substitute it in the system of equations (25) we obtain that for all
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which does not depend on i. Hence, if cit/ai=c*
t, then p*

t=(1+λNt/(Nt-1))c*
t is the symmetric pure strategy

Nash equilibrium in which all suppliers charge the same price per quality unit and all have an equal market
share.

(⇐ ) If there is a symmetric equilibrium, then for all i∈ C*
t
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and does not depend on i∈ C*
t. 

Proof of proposition 3: (i) Equation (25) implies that, when we define
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Applying the implicit function theorem to the above equation yields
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Furthermore, because (pit/ai) is higher, equation (5) implies that the market share of the model must be lower.
(ii) In order to prove this part, it is easiest to reconsider (18), which reads
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Again, redefining

( ) λ/1/ −= ititit cpv  and defining ( )∑
∈

−=
*

/1*~

tCi
ititt vcV λ

(33)

equation (32) boils down to
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It is straightforward to show that the vit that solves this equation is increasing in c*
it. Since the markup,

pit/cit, is decreasing in vit, this implies that the equilibrium markup is decreasing in c*
it, which is what is

claimed. 
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Proof of proposition 4: The basis of this proof is the equilibrium equation
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what I will show is that
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Thus, π represents the theoretical inflation rate that is supposed to be approximated by the empirical
price index methods. 

Proof of proposition 5: I will prove part (iii) of the proposition in detail. The other two parts follow directly
from the proof below. Note that the inflation rate of good i between t=0 and t=1 is given by
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Hence, what will be essential in the rest of this proof is the property of 01
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ii pp − . It turns out that itp~  is

increasing in ( )γti aa / . In order to see why, it is useful to rewrite (37) as
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Applying the implicit function theorem to the above two equations yields in a straightforward manner that
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Therefore itp~  is strictly increasing in ( )γti aa / . Furthermore, note that if γ=0, then the equilibrium is
symmetric and itp~  is equal for all i∈ C*

t.

Consequently, if γ>0 then ( )γti aa /  is increasing in i and models of higher quality have a higher itp~ .

This implies that if γ>0 then
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where the second equality follows from the proof of proposition 4. Hence, if γ>0 then for all i∈ C*
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Because this inequality holds for all models sold in the market in periods t=0 and t=1, matched model price
indexes calculated using the Laspeyres, Paasche, Geometric mean, Fischer, Tornqvist, and Sato formula will
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all underestimate inflation. The reason is that all these price index formula have the property that measured
inflation is in the range of inflation rates of the individual models. Since the actual inflation rate is above the
maximum inflation rate measured for the models it must be that the actual inflation rate is understated by the
matched model indexes.

A reverse but similar argument yields that the matched model indexes overstate inflation whenever γ<0.

Proof of proposition 6: (i): If γ=0 then the equilibrium price schedule satisfies
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If the imputed prices, 0,1ˆ +Np  and 1,1p̂ ,from the hedonic regression model also satisfy this property such that
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then we find that the observed and imputed inflation rates satisfy
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Consequently, no matter what type of weighted average one takes of the observed and imputed inflation rates
across models to calculate πH, this average will always equal πT.

(ii): If γ<0 then the equilibrium price schedule satisfies
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If the imputed prices in the hedonic regression model also satisfy this property, such that
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then, in terms of the notation of proposition 5, the observed and imputed prices obey

1,0,10,
~~~

iii ppp =< −  for i=2,…,N, as well as 1,10,0,1
~~~̂

++ =< NNN ppp  and 0,11,21,1
~~~̂ ppp => (56)

This means that the observed and imputed inflation rates satisfy
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Hence, no matter what weighted average one takes of these inflation rates across models to calculate the
hedonic inflation rate πH, it will always yield πH>πT.

(iii): This follows in the same way as the proof of part (ii). The only thing that is different is that in this
case the equilibrium price schedule is such that the prices per quality unit are increasing in the quality levels
of the models, which yields a reversal of the inequality signs. 

Proof of proposition 7: Log-linearization of equation (30) around the symmetric equilibrium derived in
Proposition 2 yields
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This implies that the logarithm of the price per quality unit satisfies

( ) ( )tititiit aacap lnln~lnln/ln −++≈ γµ (59)

where lnµit is the logarithm of the markup charged on model i in period t which equals approximately
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When we take the first difference, over time, of (59), then we obtain that the percentage price change in
the price of model i between t=0 and t=1 can be approximated by
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Thus, we obtain that the inflation rates of each of the matched models deviate from the actual inflation rate
by approximately the same amount, namely -θg. Because the hedonic regression extrapolates this
approximately linear relationship for the imputation of the unobserved prices, it also finds that the imputed
inflation levels πN+1=π1=πT-θg. Therefore, the results for the hedonic price indexes do not differ much from
the matched model indexes and both are biased by approximately -θg. 
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B. Data on CPU prices and benchmark tests
The data are constructed from two main sources. The first contains the data on the CPU prices. The second
contains the data on the benchmark test results and technical specifications of the various chips. 

CPU price data: Weekly data on CPU prices for the period of October 28 2001 through March 17 2003 are
taken from www.sharkyextreme.com. These prices are the lowest online list prices for CPU units of different
types7. For comparability purposes, I have limited the sample to Original Equipment Manufacturer (OEM)
processors, sometimes referred to as tray processors. These are processors that are sold to an OEM
manufacturer or distributor intended for installation. These processors generally do not include a heat sink or
fan and have a shorter warranty than their retail versions. The OEM versions tend to sell for about 15% less
than the retail versions of the same processors.

These price data contain prices for 77 different processors. However, not all of these processors are sold
in each week. The number of processors for which there are price quotes in a week varies between 37 and 50.

Benchmark test data: Quality of the CPU’s is proxied for by benchmark ratings. The benchmark ratings
that I use are taken from www.tomshardware.com8. They are taken from a comparative benchmark test of 65
processors varying in clock speed from 100MHz through 3066 MHz. I used data on 58 processors for which
I was able to find detailed data on their technical specifications and which were classified as OEM versions.
The processor in this sample with the lowest benchmark rating is the Intel Celeron 400MHz with a rating of
39. The highest rated processor, with a rating of 206, is the Pentium 4 3.06 MHz.

Technical specifications: Data on the technical specifications of the chips in my sample are taken from
Tom’s Hardware for the chips reported on in the benchmark test and from the Intel and AMD web sites for
the other chips.

The technical specifications variables that I used in the benchmark imputation as well as the hedonic
price regressions can be described as follows. Athlon dummy: Equals one if the processor is an AMD Athlon
processor for which clock speed is not reported in MHz but instead in the measure AMD uses for speed, zero
otherwise. Speed: Clock speed in MHz. Athlon speed: Clock speed measure published by AMD for most of
its Athlon processors. Bus speed: Speed in MHz with which the processor communicates with the systems
RAM memory. Process: Wiring width measured in nanometers used for the manufacturing process. The
lower this width the higher the density of transistors on the chip can be. 

Merger of price and benchmark data: The price data cover a set of processors that are not included in the
benchmark test (and the benchmark test contains some processors that are not in the price data). I imputed a

                                                
7 A detailed description of how SharkExtreme collects these data on CPU prices is available at

http://www.sharkyextreme.com/guides/WCPG/article.php/10705_2224371__6.
8 In particular, the benchmark tests that use are reported at http://www6.tomshardware.com/cpu/20030217/index.html.

http://www.sharkyextreme.com/
http://www.tomshardware.com/
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benchmark rating for these untested processes using the following regression that aims to explain the
benchmark rating as a function of processor specific technical characteristics.
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The sample of this regression consists of the 58 processors from the benchmark data and the R2 equals 0.98.
All technical specification variables come in significant and with the expected sign.

Combining the observed and imputed benchmarks with the price data yields a weekly data set with prices
for 77 different processors for the approximately one and a half year between October 28 2001 and March 17
2003. The data set does not only contain data on prices but also on benchmark ratings and technical
specifications of the various processors.
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Table 1. Price index formulas applied in this paper

Index Formula Applied
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•  Exact price index for CES preferences
when same goods are sold in both periods.
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φi is as in the Sato index
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itt sϖ  for t=0,1

σ  elasticity of substitution (σ=1+λ/λ)

•  Exact price index for CES with matched
model correction in case not all goods are
sold in both periods.

Note: All indexes are meant to measure percentage price change between t=0 and t=1. πi denotes the percentage price change of
item i between t=0 and t=1. sit is the expenditure share of good i in period t. C*

t is the set of items sold in period t. Whenever it is
denoted without time index it is assumed that C*

0= C*
1=C*. λ>0 is the parameter used in the CES specification of the theoretical

model of section 3 and beyond.
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Figure 1. Price per quality unit schedule and related notation.
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Figure 2.  Downward bias in inflation measured using matched model index.
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Figure 3. Downward bias in inflation measured using hedonic price index methods.
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Figure 4. Graphical representation of log-linearization of bias in inflation measures
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1 Introduction and motivation
Many recent studies argue that one of the main driving forces behind the
economic expansion of the 1990’s is the productivity growth in the informa-
tion technology producing sectors. Virtually all of these studies, including
Oliner and Sichel (2000), Gordon (2000), Jorgenson and Stiroh (2000), and
Violante, Ohanian, Ríos-Rull, and Krusell (2000) argue that the productivity
growth in the IT producing sectors is re‡ected in the steady decline of their
output prices relative to GDP or consumption goods. Their argument is sim-
ilar to that of Greenwood, Hercowitz and Krusell (1997), who like to refer
to it as investment speci…c technological change. Namely, if the productivity
growth rate of the investment goods producing sector is consistently higher
than that of the …nal goods producing sector, then this will lead to a steady
decline in the relative price of investment goods.
If all markets would be perfectly competitive, as is assumed by all growth

accounting studies referred to above, then this suggests that productivity
growth in the IT producing sectors outpaces that of the consumption goods
sector. This is a big if, however. Because, if these markets would be perfectly
competitive then none of the IT producers would be able to make the pro…ts
necessary to recoup the expenses they made on research and development of
their products1.
What I will show in this paper is that the measurement techniques used by

the Bureau of Labor Statistics (BLS) and the Bureau of Economic Analysis
(BEA) used to construct these investment price indices are likely to overes-
timate investment price de‡ation. The reason for this is that these methods,
i.e. hedonic price methods and matched-model price indices, implicitely also
assume perfectly competitive markets. The conventional assumption is that
relative price declines in existing vintages when a new vintages enters the
market are due to obsolescence, in the sense that the existing vintages be-
come less productive relative to the frontier. In that case, relative price
declines can be used as a measure of quality improvements and technological
progress. In this paper I argue that in a market in which there is imperfect
competition between the suppliers of the various vintages these relative price
declines re‡ect two things. The …rst is the conventional obsolescence e¤ect.
The second is an erosion of market power of the older vintages. That is, the

1That these expenses are often substantial can be seen from Intel’s and Hewlett-
Packard’s $2 billion in expenses for the development of the Itanium chip, to come on
the market in 2001. (Source: BusinessWeek, October 15, 2001, page 84)
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existence of better vintages erodes the market power of the supplier of an
older vintage. This reduces his ability to charge markups on his product,
leading this supplier to reduce its price in reaction to the introduction of
better vintages by its competitors.
My argument basically consists of two steps. In the …rst step I argue that

imperfect competition causes markups in a market to be positively correlated
with the quality that the various vintages embody. The second step consists
of the argument that this positive correlation will cause the BLS and BEA
to overestimate equipment price de‡ation. I have chosen to divide this paper
into two parts, each addressing one of these steps.
In the …rst part, consisting of section 2, I address the second step. That is,

I show how a positive correlation between markups and the quality embodied
in the di¤erent vintages will bias the price indices constructed by the BLS and
BEA to …nd too much price de‡ation. I illustrate this point using an empirical
example for PC microprocessor chips. This part is basically self-contained
and can be read without reference to the theoretical model introduced in the
second part.
In the second part, consisting of sections 3 and 4, I address the …rst step

and introduce an endogenous growth model in which heterogeneous con-
sumption goods producers can choose what technology to use. The various
technologies are supplied by monopolistically competing machine suppliers.
This market structure, combined with capital skill complementarities, im-
plies that the best machines are marketed to the best workers and are sold at
the highest markup. The endogenously determined markups are positively
correlated with the level of productivity embodied in a machine. I use this
model to show how in a world where there is no technological progress or
price de‡ation in the machine producing sector2, the methods applied by the
Bureau of Labor Statistics as well as the Bureau of Economic Analysis for
the construction of the Producer Price Indices and Investment Price Indices
will tend to …nd a steady decline in the relative price of investment goods
similar to that observed in the data. In my theoretical model this measured
productivity growth is completely spurious, however, and is induced by the
structure of the varying markups across di¤erent vintages of machines.
My analysis in this paper distinguishes itself from the previous literature

in three ways. Most importantly, it is the …rst to show how markups that

2In my model the average price paid and average production cost per constant quality
unit (e¢ciency unit) of equipment are both constant over time.
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vary over the product cycle can cause a structural bias in measured price
de‡ation. Secondly, the theoretical setup of monopolistic competition be-
tween suppliers of di¤erent vintages is new and deviates importantly from
the conventional monopolistic competition models in the endogenous growth
literature, based on Romer (1990) and Grossman and Helpman (1991). Fi-
nally, my analysis emphasizes a new dimension of markups. Previously, the
empirical importance of markups had been established by Hall (1988) and
the importance of their ‡uctuations over the business cycle had been em-
phasized by, among others, Woodford and Rotemberg (1999). My analysis
emphasizes that their ‡uctuations are also important if one considers them
over the product cycle. I focus on equipment prices, but my argument is
equally applicable to consumer price indices. My emphasis on equipment
prices is simply because these are the goods for which quality adjustments
are considered most relevant.
The structure of this paper is as follows. In section 2 I show how the exis-

tence of markups a¤ect equipment price de‡ation, as measured by matched-
model and hedonic price indices. In sections 3 and 4 I introduce my en-
dogenous growth model with imperfect competition between the suppliers
of di¤erent vintages of machines that generates markups of the form that
will bias equipment price indices. Section 5 is the theoretical equivalent of
section 2 in the sense that I show how the pattern of equilibrium markups
in my theoretical model a¤ects matched-model and hedonic price indices. It
also contains a numerical example in which I calculate the estimate equip-
ment price de‡ation rates that would be measured in my theoretical model.
Finally, I conclude in section 6.

2 Markups bias equipment price in‡ation
In this section I brie‡y review the BEA’s and BLS’s methods for the con-
struction of equipment price indices and argue why varying markups over the
product cycle would bias these indices. I would like to emphasize the brevity
of this review and refer to Dulberger (1989) for a more extensive description
of these methods. There are basically two main methods used to construct
quality adjusted price indices. The …rst is a matched-model methodology
where price indices are constructed by using the price changes for the ma-
chines that were in the market in the previous period as well as in the current
one. The second are hedonic price methods where regression analysis is used

4



to estimate which part of price variations can be attributed to variations in
the quality of the machines in the market.
This section consists of four parts. In the …rst part I start by introducing

the basic notation that I will use in the rest of this paper and introduce
the idea of varying markups over the product cycle. In the second part, I
discuss the measurement of mathed-model price indices and how they are
a¤ected by the markups. In the third part, I focus my attention on hedonic
price methods. Finally, I illustrate my argument with an empirical example
concerning PC microprocessor chips.

2.1 Notation and markups

Denote the price of a machine of vintage v at time t as Pt;v. Let a machine
of vintage v embody Av e¢ciency units of capital, where Av > Av¡1 such
that there is technological progress over time. Furthermore, let vintage age,
denoted by ¿ , be given by the di¤erence between the time the vintage was
introduced, i.e. v, and the current period, such that ¿ = t ¡ v. Implicit in
this notation is that I will assume that in each period (at maximum) one new
vintage is introduced. I will denote the number of machines of vintage v sold
at time t as Xt;v. The implicit assumption in the vintage capital literature is
that when P t represents the average price level, then

Pt;v = P tAv exp (ut;v) (1)

such that, up to the stochastic term ut;v, prices are proportional in the quality
that is embodied in the machines. Implicit in this assumption is that there are
no markups and that prices re‡ect marginal (as well as average) production
costs which are assumed to be constant per e¢ciency unit. In this case,
relative prices re‡ect relative quality di¤erences between di¤erent vintages,
in the sense that

(lnPt;v ¡ lnPt;v0) = (lnAv ¡ lnAv0)¡ (ut;v ¡ ut;v0)

In this paper I argue that, instead of (1), a market with monopolistic com-
petition between the suppliers will naturally lead to a price schedule that
satis…es

Pt;v = ¹t;vP tAv exp (ut;v) (2)
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where ¹t;v is a measure of market power, which I will freely interpret as a
markup in the following3. Suppliers of superior machines have more market
power than suppliers of older ones. For example, the supplier of a superior
machine could in principle decide to charge the same price as that of an
inferior one and wipe out all the demand for its competitor. Consequently,
¹t;v > ¹t;(v¡1) and is thus positively correlated with the level of technology
embodied in the various vintages of machines. This implies that the price per
e¢ciency unit, i.e. Pt;v=Av is increasing in v. The purpose of an equipment
price index in this economy would basically be to measure the path of the
average price paid per e¢ciency unit, i.e. P t. The BLS and BEA generally
apply two methods for the approximation of the path of P t, namely matched-
model and hedonic methods. I will discuss the behavior of these methods
under (1) and the alternative (2) below and will show that if (2) is the true
underlying data-generating process, then these methods might overestimate
the decline in P t over time.

2.2 Matched-model indices

Matched model indices measure the equipment price in‡ation rate as a weighted
average of the percentage price increases in the prices of the models of ma-
chines that were in the market both in the current measurement period as
well as the previous one. Denote PMt as the matched-model price index in
this economy, then

PMt = (1 + ¼Mt )P
M
t¡1

where equipment price in‡ation, i.e. ¼Mt , equals

1 + ¼Mt =
X
v2M

!t;v

µ
Pt;v
Pt¡1;v

¶
(3)

where M is the set of vintages of machines sold in the market both in the
current as well as in the previous measurement period. The weights, !t;v,
depend on the type of price index chosen. My argument is completely inde-
pendent on the choice of the weights !t;v.
Suppose that (1) holds and, additionally, that the ut;v’s are independent,

3This is not a proper markup because it does not depend on production costs. It has,
however, a similar interpretation in the sense that it is a measure of market power.
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both across vintages as well as over time, and E [eut;v ] = E [e¡ut;v ] = 14, then
the expected value of the measured equipment price in‡ation equals

E
£
¼Mt
¤
=
X
v2M

!t;vE

·
Pt;v
Pt¡1;v

¡ 1
¸
=

P t

P t¡1
¡ 1

where I have assumed, for simplicity, that the weights !t;v do not depend
on the prices. In this case, the matched model index is a useful method to
approximate the average price increase per e¢ciency unit.
If, however, (2) holds instead of (1) then

E
£
¼Mt
¤
=
X
v2M

!t;vE

·
Pt;v
Pt¡1;v

¡ 1
¸
=
X
v2M

!t;v
¹t;v
¹t¡1;v

P t

P t¡1
¡ 1 (4)

and the estimated equipment price de‡ation is not an unbiased estimate of
the average price increase per e¢ciency unit. In fact, the estimated invest-
ment price de‡ation is also going to depend on the rate at which the market
power of each vintage erodes, i.e. on the average ratio ¹t;v=¹t¡1;v. As I will
argue in the rest of this paper, in case of technological progress, i.e. an in-
creasing Av, the market power of a supplier of a particular vintage will erode
in the sense that he will be able to charge lower markups over time, such
that ¹t;v=¹t¡1;v < 1. Consequently, measured equipment price de‡ation ¼

M
t

overestimates actual equipment price de‡ation. Moreover, the faster tech-
nological progress, the faster the erosion of market power, i.e. the smaller
¹t;v=¹t¡1;v. Hence, this bias is likely to be highest for goods for with the
highest rate of embodied technological change, like the PC microprocessors
that I study in my empirical example later in this section.

2.3 Hedonic price methods

A problem with matched-model indices is that the set M can be relatively
small for quickly evolving product markets. An alternative is to use regression
analysis methods to attribute part of price variations to observed variations
in quality indicators. This is the basis of hedonic price methods. In the
following I will consider log-log hedonic regressions, though my argument
also applies to level-regressions.

4For example ut;v is independently log normal with mean¡¾2=2 and standard deviation
¾.
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Log-log hedonic regressions are based on the assumption that we can
observe a set of quality indicators for a machine, say Q1;v through Qk;v, such
that

Av = A
kY
j=1

Q
¯j
j;v

and that, at each point in time, the price level of a cross section of di¤er-
ent machines is determined by (1). Under this assumption the log-linear
regression model

lnPt;v =
¡
lnA+ lnP t

¢
+

kX
j=1

¯j lnQj;v + ut;v

can be used to estimate the unknown coe¢cients ¯j which measure the elas-
ticities of e¢ciency units with respect to the various quality indicators. For
simplicity, I will focus on the case where k = 1, such that there is a unique
indicator of quality. In that case the regression model can be written as

lnPt;v =
¡
lnA+ lnP t

¢
+ ¯ lnQv + ut;v (5)

Suppose, however, that instead of (1) the actual data generating process
is (2). In that case, the true regression equation reads

lnPt;v =
¡
lnA+ lnP t

¢
+ ¯ lnQv + ln¹t;v + ut;v (6)

where, as I have argued above, the markup variable ln¹t;v is likely to be
positively correlated with the quality indicator Qv. The problem is that
ln¹t;v is unobserved. Now, if (6) is the underlying price setting schedule,
but one applies the regression model based on (5), then the estimate of the
elasticity, i.e. ¯, su¤ers from a standard omitted variable problem where the
omitted variable is positively correlated with the explanatory variable. This
means that the elasticity ¯ will be overestimated. If ¯ is overestimated, too
large a part of price changes is attributed to improvements in quality rather
than to changes in the average price level, P t, and equipment price in‡ation
is again underestimated.

2.4 An empirical example: PC microprocessor prices

How relevant is the e¤ect of markups when we look at the data? I order
to address this question, I will consider a simple empirical example. The
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example that I consider is the price schedule for PC microprocessor chips, to
which matched-model and hedonic methods have been applied by the BLS
and by Aizcorbe, Corrado, and Doms (2000). The latter …nd that matched-
model and hedonic methods yield very similar de‡ation rates. In my example,
I will mainly focus on hedonic price methods.
PC microprocessors have two distinguishing features. First of all, their

most important characteristic is their clock speed, measured in MHz. Sec-
ondly, the other distinguishing feature is the speci…c chip architecture used
for the chip, like Intel’s Pentium vs. Celeron chips. I will consider two cross-
sections with prices for various PC microprocessors, one for April 11, 1999
and the other for March 4, 2001. The data and their sources are given in
Appendix 2.
Before I actually present the data, it is useful to think about a price

schedule for microprocessors. A standard hedonic analysis would be based
on the assumption that these prices follow

Pt;v = P tQarchitecture;v (MHzv)
¯ exp (ut;v) (7)

where Qarchitecture;v is a constant that is the same for chips with the same
architecture, while MHzv is the clock speed of the chip of vintage v. Here
¯ represents the elasticity of the e¢ciency units embodied in a chip with
respect to its clock speed. Since I will argue that hedonic methods tend to
overestimate this elasticity and this elasticity is unobservable, what I will
argue is that the estimate of ¯ based on my data will be too high relative to
some upperbound value of ¯. What is this upperbound value? I would argue
that it is 1. That is, it is reasonable to assume that a chip that is twice as fast
as another one at maximum only embodies twice as many e¢ciency units. In
fact, ¯ is probably smaller than 1 because chips with twice the clock speed
do not interact with peripherals and other computer components at twice the
speed. In fact, the speed at which the chip interacts with other components in
the computer depends more on its architecture than its clockspeed. Hence,
my maintained hypothesis throughout this example will be that the true
elasticity ¯ is smaller than or equal to one.
If this hypothesis is true, then (7) implies that the price per MHz, i.e.

Pt;v=MHzv, should be non-increasing in the processor speed. Figure 1 de-
picts the relationship between price per MHz and processor speed for both of
my datasets. As can be seen from the …gure, contrary to what my hypothesis
suggests, the price paid per MHz is increasing for all the processor architec-
tures for which I have data in both of my cross sections. This suggests that
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a large part of this price schedule is determined by the markups ¹t;v. In fact,
let’s assume that the true price setting schedule is

Pt;v = ¹t;vP tQarchitecture;v (MHzv)
¯ exp (ut;v) (8)

instead of (7), then, apart from the stochastic term ut;v, for processors of the
same architecture relative price per MHz measures relative markups. That
is, in that case

Pt;v=MHzv
Pt;v0=MHzv0

=
¹t;v
¹t;v0

µ
MHzv0

MHzv

¶1¡¯ exp (ut;v)
exp (ut;v0)

This implies that since price per MHz is increasing in the vintage v, if ¯ · 1
then ¹t;v is indeed increasing in v, as I have assumed throughout my argu-
ment.
What would happen if we would apply hedonic price regressions to these

data? A hedonic regression based on (7) would be a regression of the loga-
rithm of the price on an intercept, the logarithm of the clock speed, and a set
of architecture dummies5. The regression results are summarized in Table 1.
The estimated elasticity is 3.46 for the 1999 data and 2.41 for the 2001 data.
Both are signi…cantly bigger than one. Such estimates would lead to a severe
overstatement of the contribution of increases in clock speeds of processors
to their price leading to an overestimation of their price de‡ation.
Is this result due to imperfect competition? I would argue that the answer

to this question is a¢rmative. In fact, the IDG News Service article about
Intel’s price trimming starts o¤ with the observation that

“Intel Corp. has shaved a few dollars o¤ the prices of its micro-
processor chips for desktop computers, part of a broader e¤ort to
accelerate the adoption of its recently launched Pentium 4 chip”

which suggests that Intel’s pricing policy is partly based on the cross-vintage
market power depreciation considerations that are the central point of my
argument.
It is fair to mention, however, that an alternative explanation for this ob-

served price di¤erence is that producers charge price equal to average cost,

5The regression results that I report are normalized with respect to the frontier archi-
tecture for which no dummy is included.
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Figure 1: Price per MHz is increasing with speed of processor
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Table 1: Hedonic regressions for microprocessors

dependent variable: ln (Pt;v)
04/11/1999 03/04/2001

variable coe¢cient t-stat coe¢cient t-stat
ln(MHzv) 3.46¤;# 16.52 2.41¤;# 3.87
intercept -15.10¤ -11.68 -11.40 -2.52

architecture dummies
P-III - - 0.32 1.07
P-II -0.11 -1.41 - -
Celeron -0.96¤ -11.23 0.00 0.00
K6-3 -0.13 -1.45 - -
K6-2 -0.91¤ -11.22 - -

n 14 9
R2 0.99 0.97

¤: signi…cantly di¤erent from zero at 5% signi…cance level
#: signi…cantly bigger than one at 5% signi…cance level

but that average costs of newer vintages are so much higher because of learn-
ing by doing e¤ects. Irwin and Klenow (1994), for example, provide evidence
that a doubling of cumulative past output of memory chips leads to a 20 per-
cent drop in production costs. Since cumulative output of previous vintages
is much higher than that of the newest vintage, this might explain part of
the increase. One has to realize, though, that the increased marginal cost
of the newest features is not only observed for capital goods, but is also ob-
served for many consumer goods, like electronics, where it is hard to argue
that learning by doing applies to the same extent. An example of such an
electronics product for which markups are increasing as a fraction of price
in the level of advancement of the model is the Palm Pilot. In the spring
of 2001 Palm charged a price of $399 for its high-end model, the Palm V,
on which it made a pro…t of $150, a 38% markup. For its low-end model,
the m-100, it charged $149 for a pro…t of $26, a markup of 17%6. There
are even more striking examples of how markups a¤ect prices. The most
extreme is Cockburn and Anis (1998), who show that generic Arthritis drugs

6Source: BusinessWeek, June 4, 2001, “Palm’s Market Starts to Melt Down in it’s
Hands”
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are cheaper than patented ones, even though clinical trials suggest that the
generic ones are of superior quality.

2.5 Towards a model of market power erosion

Throughout this section I have assumed that prices follow equation (2).
Where the essential di¤erence with previous studies is the assumption of
the existence of the markup variable ¹t;v. I have argued that it is reasonable
to assume that the market power of a given vintage erodes over time, such
that ¹t;v > ¹t+1;v, because better vintages come online. Moreover, I have as-
sumed that better vintages have more market power, such that ¹t;v > ¹t;v¡1.
In order to substantiate these assumptions I will introduce a theoretical vin-
tage capital model, the equilibrium of which exhibits exactly these properties.
This is the subject of the next two sections that follow.

3 Market for machines
In this section I introduce the market for machines with imperfect competi-
tion that forms the backbone of my theoretical model. This section consists
of three parts. In the …rst part I describe the demand side of the market for
machines in which workers of di¤erent types decide on their optimal tech-
nology choice. In the second part I introduce the supply side of the market
in which monopolistic competitors decide on the pro…t maximizing price of
their machines. In the third part I combine the demand and supply sides of
the market and de…ne the Pure Strategy Nash equilibrium outcome, prove
its existence and uniqueness, and derive its main properties.

3.1 Machine users

I will take a certain degree of heterogeneity on the demand side of the market
as given. This heterogeneity takes the form of di¤erent productivity types
for workers. Each worker’s type is denoted by h. I will assume there is a
continuum of workers of measure one that is uniformly distributed over the
unit-interval, such that h v unif (0; 1).
Final goods are produced by the combination of one worker, of type h,

with one machine, which embodies At e¢ciency units. The output of such
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a combination is hAt. In order to avoid having to consider intractable in-
tertemporal optimization problems and having to make assumptions about
possible second hand markets, I will assume that machines fully depreciate
in one period. This assumption basically implies that the machines consid-
ered here are equivalent to intermediate goods in the sense of Aghion and
Howitt (1992) and Romer (1990). The workers can not use these machines
for nothing. The price of a machine of type At¡¿ at time t is denoted by Pt;¿ .
I will allow workers to choose the technology that they are using from a

menu of available technologies. That is, workers have the choice between all
the types of machines that have been introduced so far. Let At be associated
with the machines introduced at time t, then, at time t, the workers can
choose from the ‘technology-menu’ At = fAt; At¡1; : : :g. The notational
convention that I will use in this paper follows Chari and Hopenhayn (1991)
in the sense that ¿ represents ‘vintage age’. That is, At represents the frontier
technology level and At¡¿ is the frontier technology level of ¿ periods ago.
For notational convenience, I will, every once in a while, switch between the
notation of technology in its levels, i.e. At, and technology growth rates,
i.e. gt =

At¡At¡1
At¡1

. Throughout, I will assume that there is no technological
regress such that gt > 0 for all t.
In order to maximize his income, a worker of type h will choose a tech-

nology from the technology choice set, ¨t (h), which is de…ned as the set of
vintages for which he maximizes his labor income, such that

¨t (h) =

½
¿ 2 N

¯̄̄̄
¿ 2argmax

s2N
fhAt¡s ¡ Pt;sg

¾
The resulting labor income of a worker of type h at time t equals

yt (h) = hAt¡¿ ¡ Pt;¿ , for all ¿ 2 ¨t (h)

3.2 Machine producers

Machine designs are assumed to be patented for M periods. During the …rst
M periods of a machine design’s life, the particular machine is supplied by
a monopolist …rm. After the patent expires the machine design is public
domain and there is perfect competition in the supply of these machines. I
will assume that units of the consumption good are the only input needed in
machine production, this to avoid having to deal with the selection of workers
across sectors. The production of a continuum of mass X of machines of type
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At¡¿ requires the use of c¿
2
At¡¿X2 units of the consumption good, where

c¿ ¸ 0. That is, when c¿ > 0 a machine producer faces decreasing returns
to scale. Note that the cost function is scaled by c¿ which depends on the
vintage age, in order to allow for learning by doing.
The set of buyers of machines of type t¡¿ , which I will denote by Dt (¿) ;

is given by

Dt (¿ ) =

(
h 2 [0; 1]

¯̄̄̄
¯¿ 2 argmaxs2f0;1;2;:::g

(hAt¡s ¡ Pt;s)
)

As I will show in proposition 1 in the next subsection, these sets will be
connected intervals of the form

Dt (¿ ) =
£
ht;¿ ; ht;¿

¤
Total demand for the machine of type t ¡ ¿ at time t is then given by the
measure of workers demanding the speci…c vintage, i.e.

Xt;¿ =
¡
ht;¿ ¡ ht;¿

¢
The question that is left is how these machine producers end up choosing

the prices of their machines. Throughout this paper, I will focus on Pure
Strategy Nash equilibria. For the particular problem at hand here this implies
that, taking the prices of the other machines, i.e.

P
0
t;¿ = fPt;0; : : : ; Pt;¿¡1; Pt;¿+1; : : :g ,

and the levels of the technologies, i.e.

At = fAt; At¡1; : : :g ,
as given, the machine producer to type At¡¿ chooses the price of his machine
to maximize pro…ts. This implies that Pt;¿ is an element of the best response
set

BRt

³
¿ ;P

0
t;¿ ;At; rt

´
=

(
Pt;¿ 2 R+

¯̄̄̄
¯Pt;¿ 2argmaxP2R+

n
PXt;¿ ¡ c¿

2
At¡¿X2

t;¿

o)
Because patents expire after M periods, these best response sets only apply
to ¿ = 0; : : : ;M¡1. For machines that were designedM or more periods ago,
perfect competition implies that price must equal average cost, and that free
entry drives both to zero, such that Pt;¿ = 0 for ¿ ¸M . The corresponding
pro…ts are

¼t;¿ = Pt;¿Xt;¿ ¡ c¿
2
At¡¿X2

t;¿ for all Pt;¿ 2 BRt
³
¿ ;P

0
t;¿ ;At; rt

´
for ¿ = 0; : : : ;M ¡ 1.
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3.3 Equilibrium and its properties

Now that the demand and supply side of the machine market are well de-
…ned, I can focus on the resulting Pure Strategy Nash equilibrium. Such an
equilibrium consists of a price schedule, i.e. P¤t =

©
P ¤t;0; : : : ; P

¤
t;M¡1

ª
and a

collection of corresponding demand sets, i.e. fD¤
t (0) ;D

¤
t (1) ; : : :g. I will de-

rive the equilibrium in two steps. In the …rst step I show that, independent
of the price schedule, the demand sets Dt (¿) have some important prop-
erties. In the second step I use these properties to derive the equilibrium
price schedule P¤t . This equilibrium price schedule is then used to derive
equilibrium output, pro…ts, and demand sets.
The main result of the …rst step is that (i) better workers use better

technologies, i.e. there is endogenous assortative matching between workers
and machines. Models where this matching also occurred are, for example,
Jovanovic (1999) and Sattinger (1975). (ii) Perfect competition implies that
machines of a design for which the patent is expired for more than a year
are not demanded anymore. They are obsolete. (iii) Demand functions are
properly speci…ed in the sense that for almost all workers their technology
choice is unique. (iv) If two workers of di¤erent types buy the same vintage
of machine, then so will the workers of all types in between. These four
things are formalized in Proposition 1 below, which is proven in Appendix 1.

Proposition 1 Properties of demand sets
Independent of the technology menuAt and the price schedule Pt, the demand
sets Dt (¿) have the following properties:
(i) For h0 > h, if h 2 Dt (¿ ) then h0 =2 Dt (¿ 0) for all ¿ 0 > ¿ .
(ii) Dt (¿ ) = ; for all ¿ > M .
(iii) De…ne the set of workers for whom the optimal technology choice is not
unique as

eHt = fh 2 [0; 1] j9 ¿ 6= ¿ 0 such that h 2 Dt (¿ ) ^ h 2 Dt (¿ 0)g

then eHt is negligible.
(iv) Dt (¿ ) is connected for all ¿ .

The intuition behind this proposition is probably most clear when one
considers a graphic example of how these demand sets are determined. Figure
2 depicts the way these demand sets are determined for the case in which
M = 2. For simplicity, the time subscript, t, is ignored in the …gure. The top
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panel of …gure 2 shows the levels of gross output, i.e. hA¿ , that workers of
di¤erent types get for the three available technologies, i.e. ¿ 2 f0; 1; 2g, the
dots mark the points at which the price and gross output levels coincide. The
short dashed vertical lines, that extend to the bottom panel, determine the
levels of the critical types that get zero income for the various technologies.
The bottom panel then depicts the net output levels, i.e. the workers income
levels for the three technologies. Workers choose that technology that yields
them the highest income level, which implies the demand sets plotted at the
bottom.
Now that I have shown that the demand sets have some convenient prop-

erties, I can use them to derive the equilibrium price schedule. Before doing
so, I …rst formally de…ne the PSN-equilibrium for the prices in the machine
producing sector, which is

De…nition 1 Equilibrium price schedule
For a given sequence of technology levels, At = fAt; At¡1; : : :g, a price sched-
ule P¤t =

©
P ¤t;0; P

¤
t;1; : : :

ª
is a Pure Strategy Nash equilibrium price schedule

if
(i) P ¤t;¿ = 0 for all ¿ ¸M .
(ii) De…ne P¤

0
t;¿ =

©
P ¤t;0; : : : ; P

¤
t;¿¡1; P

¤
t;¿+1; : : :

ª
, then P ¤t;¿ 2 BR

¡
¿ ;P¤

0
t;¿ ;At; rt

¢
for all ¿ = 0; : : : ;M ¡ 1.
What I will show in this step is that, for all possible technology paths

At = fAt; At¡1; : : :g, there exists a unique equilibrium price schedule. This
price schedule is such that all technologies of age M or more recent are used.
In particular, the core-proposition of this subsection reads

Proposition 2 Solution of equilibrium price schedule
For any sequence of technology levels, At = fAt; At¡1; : : :g, there exists a
unique equilibrium price schedule with the following properties:
(i) Pt;¿ > c¿

2
At¡¿X2

t;¿ ¸ 0 for all ¿ = 0; : : : ;M ¡ 1.
(ii) Dt (¿ ) 6= ; for all ¿ = 0; : : : ;M .
(iii) The equilibrium price schedule is unique, and de…ning the price per ef-
…ciency unit as bPt;¿ = Pt;¿=At¡¿ , it satis…es
bPt;¿ =

8>>>><>>>>:

·
1+c0(1+w1t;0)
2+c0(1+w1t;0)

¸ h
1

1+w1t;0
+

w1t;0
1+w1t;0

bPt;1i for ¿ = 0·
1+c¿(w¿+1t;¿ +w¿¡1t;¿ )
2+c¿(w¿+1t;¿ +w¿¡1t;¿ )

¸ ·
w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

bPt;¿¡1 + w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

bPt;¿+1¸ for ¿ = 1; : : : ;M ¡ 1
0 for ¿ =M

(9)
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Figure 2: Determination of demand sets
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where

w¿¡1t;¿ =
At¡¿+1

At¡¿+1 ¡ At¡¿ , and w
¿+1
t;¿ =

At¡¿¡1
At¡¿ ¡ At¡¿¡1

(iv) bPt;¿ is strictly decreasing in ¿ .
(v) The demand sets satisfy

Xt;¿ =

8>>>><>>>>:

·
1+w1t;0

1+c0(1+w1t;0)

¸ bPt;0 for ¿ = 0·
(w¿+1t;¿ +w¿¡1t;¿ )

1+c¿(w¿+1t;¿ +w¿¡1t;¿ )

¸ bPt;¿ for ¿ = 1; : : : ;M ¡ 1
wM¡1
t;M

bPt;M¡1 for ¿ =M

The proof of this proposition is again in Appendix 1. Besides the fact that
this proposition proves the existence and uniqueness of the PSN-equilibrium
in this market, the most important result of this proposition is (iv). It
basically implies that the average cost per e¢ciency unit is higher for more
recent vintages than for older ones. Note that this result is independent of
the path of technological progress as well as the cost structure underlying
production of the vintages of machines, i.e. fc¿g1¿=0. It is simply due to
the imperfect competition between the machine suppliers. This is the result
that will underlie the spurious equipment price de‡ation result that I will
present in Section 5. First, however, I will implement the market for machines
introduced here in an endogenous growth model.

4 Endogenous Growth Model
The aim of this section is to implement the market introduced above in
a general equilibrium framework with endogenous growth. In order to do
so, I have to combine the machine buyers and suppliers with a …nal goods
demanding sector, i.e. consumers, as well as with a sector that creates new
machine designs and moves the technological frontier outward, i.e. an R&D
sector. These two respective additions form the …rst two subsections of this
section. In the third subsection, I combine all sectors of the economy to
de…ne a competitive equilibrium and balanced growth path for it.

4.1 Consumers

Consumers and workers in the …nal goods sector are basically the same. I will
assume that workers of all types each maximize the present discounted value
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of their lifetime utility and have constant relative risk aversion preferences,
such that they choose to maximize

1

1¡ ¾
1X
s=t

¯s¡tcs (h)
1¡¾

subject to their budget constraint

kt (h) = (1 + rt) kt¡1 (h) + yt (h)¡ ct (h) + ¦t
where kt (h) is capital holdings at period t of a worker of type h, which is
assumed to be the same for all workers of the same type, rt is the interest
rate, yt (h) is the labor income of a worker of type h in period t, and ct (h) is
the corresponding consumption level, and ¯ 2 (0; 1) the discount factor. The
income ¦t is obtained from innovative activities that each household invests
in, which I will explain in the subsection below.
This problem yields the familiar Euler equation

ct+1 (h)

ct (h)
= [¯ (1 + rt)]

1
¾

This implies that the consumption growth rates of all workers are the same,
independent of their type. As described in Caselli and Ventura (2000), this
implies that aggregate consumption is consistent with that of a representative
consumer that has CRRA preferences himself.
In the following, capital letters, e.g. Yt, denote aggregates obtained from

aggregation over the various types of workers, i.e.

Yt =

Z 1

0

yt (h) dh

The aggregates Kt, Ct, and Yt, behave as if they were the solution to a repre-
sentative consumer solving a utility maximization problem that is identical
to that of the workers of each type, but then de…ned in these aggregates.

4.2 Patent race and innovation

As a simplifying assumption for my general equilibrium framework, I will
assume, as do Reinganum (1983), Gilbert and Newbery (1982) and Aghion
and Howitt (1992), that the size of the innovation (in each period) is …xed.
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In particular, the size of the innovation is g > 0, in the sense that At+1 =
(1 + g)At for all t, as a result of an innovation7. Instead of the size of the
innovation, what is determined in equilibrium is the R&D intensity with
which the innovation is pursued. This intensity is represented by the amount
of output spent on the patent race, which I will denote by Xt;R. The …nal
good is assumed to be the only input into the R&D process.
If one wins the patent race, then one obtains a patent with a value that

is equal to the present discounted value of the monopoly pro…ts made on the
particular machine design. I will derive this value in more detail later, but
for the moment will simply denote it by Vt. It turns out to be convenient to
also consider the value per e¢ciency unit, V ¤t , which satis…es V

¤
t = Vt=At.

The patent race that I consider is one in which the probability of winning
per unit of output spent is inversely proportional to the total amount of
resources devoted to R&D, i.e. Xt;R. That is, when Xt;R is the total amount
of resources spent for R&D purposes, the spender of a unit of output on R&D
pays a price equal to one and obtains the expected revenue Vt=Xt;R. I will
assume that there is no advantage for the incumbent, such that incumbents
and entrants have an equal chance of winning the patent race. Since there
are basically M incumbents and a continuum of researchers, the possibility
of an incumbent winning the race is zero. Furthermore, freedom of entry and
exit in R&D implies the zero pro…t equilibrium condition Xt;R = AtV ¤t .
So, what is left to derive is the present discounted value of the monopoly

pro…ts made o¤ a machine design, i.e. Vt. The assumption that g is constant
over time implies some important simpli…cations for the behavior of prices,
output, and the value of an innovation. These implications are derived in
the proposition below.

Proposition 3 value of innovation, output, etc., at constant g
If the technological frontier moves out at the same rate, g, in each period
then this implies
(i) prices: the vintage age speci…c prices per e¢ciency unit satisfy

Pt;¿=At¡¿ = ¹¿ (g; c)

where ¹¿ (g) > ¹¿+1 (g) for all ¿ = 0; : : : ;M¡1, g > 0, and c = fc0; : : : ; cMg
is the sequence of production parameters for machines.

7Throughout, I will assume that g <
³
1
¯

´ 1
1¡¾ ¡ 1, such that the consumer’s objective

function will be bounded.
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(ii) demand for various vintages: the demand for di¤erent vintages of ma-
chines , i.e. Xt;¿ , satis…es

Xt;¿ = eX¿ (g; c)
and only depends on vintage age and not on time.
(iii) output: aggregate output, Yt, can be written as

Y ¤t = Yt=At = eY (g; c)
(iv) pro…ts: the vintage age speci…c pro…ts follow

¼¤t;¿ = ¼t;¿=At = e¼¿ (g; c)
(v) value of innovation: for the value of the innovation I will assume that
the R&D costs incurred today yield a patent for a machine that comes online
only in the next period. Consequently, the value of the innovation at time t
can be written as

V ¤t =
MX
s=1

µ
1

1 + g

¶s¡1Ãs¡1Y
j=0

µ
1

1 + rt+j

¶!e¼s¡1 (g; c)
= V ¤ (rt; : : : ; rt+M ; g; c)

(vi) rents on innovative activities: For simplicity, I will assume that each
household will take an equal share in each research project, such that there
is no uncertainty about the return to their expenditures. Consequently, the
income earned from innovative activities equals the sum of the ‡ow pro…ts
made on the currently patented machine designs minus the current R&D
expenditures, such that

¦t =
MX
¿=0

At¡¿e¼¿ (g; c)¡Xt;R (10)

= At

MX
¿=0

µ
1

1 + g

¶¿ e¼¿ (g; c)¡ AtX¤
t;R (11)

where X¤
t;R = Xt;R=At.

The functions ¹¿ (g; c), eX¿ (g; c), eY (g; c) and e¼¿ (g; c) are independent of
time.
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4.3 Competitive equilibrium

Having derived the solutions to the individual optimization problems of the
three sectors in this economy, I am now able to combine these decentralized
decisions to de…ne the competitive equilibrium outcome of this economy. Be-
cause I have assumed that capital is not used in production, I have abstracted
from possible transitional dynamics. Consequently, similar to Romer (1990),
the competitive equilibrium de…ned below constitutes a balanced growth path

De…nition 2 Competitive equilibrium
Given A0 = fA0; A¡1; : : :g, and fk0 (h)ghh=0, a competitive equilibrium in this
economy is a path©fct (h) ; yt (h) ; kt (h)g1h=0 ;Pt; fDt (¿ )g1¿=0 ; XR;t;¦t; rt; Atª1t=1
such that
(i) Utility maximization: Given fyt (h) ; rt; k0 (h)g1t=1, fct (h)g1t=1 solves the
utility maximization problem of the workers of all types h 2 [0; 1].
(ii) Optimal technology choice: In every period, given Pt andAt, the demand
sets fDt (¿ )g1¿=0 are determined by the workers’ optimal technology choice
decision introduced in subsection 3.2.
(iii) Price equilibrium: In every period, given At, Pt is the price equilibrium.
(iv) Patent race equilibrium: In every period, the research intensity XR;t
solves the patent race equilibrium.
(v) Rents on innovative activity: ¦t is determined by (10).
(vi) Capital market clearing: In every period, the interest rate rt clears the
capital market such that Kt = 0.
(vii) Technological progress: In every period, At+1 = (1 + g)At.

In order to derive the competitive equilibrium of this economy it is easiest
to rewrite the competitive equilibrium dynamics in terms of transformations
of variables that will be constant on the equilibrium path. These transfor-
mations turn out to be output, capital, and consumption per e¢ciency unit,
i.e. Y ¤t = Yt=At, K¤

t = Kt=At, and C¤t = Ct=At, prices per e¢ciency unit,
i.e. bPt;¿ , the interest rate, i.e. rt, and the research intensity and income
per e¢ciency unit, i.e. X¤

t;R = Xt;R=At and ¦
¤
t = ¦t=At. In terms of these

variables, a competitive equilibrium is de…ned as a combination of variablesn
Y ¤;K¤; C¤; bP¿ ;¦¤; X¤

R; r
o
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such that

Y ¤ = eY (g; c) (12)

K¤ = 0 (13)

X¤
R = V ¤ (r; : : : ; r; g; c) (14)

¦¤ =
MX
¿=0

µ
1

1 + g

¶¿ e¼¿ (g; c)¡X¤
R (15)

(1 + g)K¤ = (1 + r)K¤ + Y ¤ ¡ C¤ +¦¤ (16)

C¤=C¤ =

µ
1

1 + g

¶
[¯ (1 + r)]

1
¾ = 1 (17)

and bP¿ is the PSN equilibrium in the machine market. The following propo-
sition establishes its existence and uniqueness.

Proposition 4 Existence and uniqueness of competitive equilibrium
For all g > 0, c 2 RM+ , there exists a unique septuple

n
Y ¤; K¤; C¤; bP¿ ;¦¤; X¤

R; r
o

that satis…es equations (12) through (17) and where bP¿ is the PSN equilib-
rium.

In the next section, I will show how equipment price indices, as measured
by the BEA and BLS, will behave on the competitive equilibrium path of
this economy.

5 Spurious equipment price de‡ation
So, what would happen if the BEA and BLS would measure equipment price
indices in the economy above? Before I analyze this question in detail, I start
o¤ by considering what would be a reasonable price index and productivity
index in this economy. In order to consider this, it is important to realize
that on the balanced growth path

Implication 1 Average price paid per e¢ciency unit is constant
over time
The total number of e¢ciency units sold in the market equals

MX
¿=0

At¡¿Xt;¿ = At
MX
¿=0

µ
1

1 + g

¶¿ eX¿ (g; c) = AtX (g; c) (18)
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while the total revenue in the market equals

MX
¿=0

Pt;¿Xt;¿ = At

MX
¿=0

µ
1

1 + g

¶¿
¹¿ (g; c) = AtP (g; c)

such that the average price of an e¢ciency unit equals P (g; c) =X (g; c) and
is independent of time.

Implication 2 Average production cost per e¢ciency unit is con-
stant over time
The total production costs of all the e¢ciency units sold in the market equals

MX
¿=0

At¡¿c¿X2
t;¿ = At

MX
¿=0

µ
1

1 + g

¶¿
c¿ eX2

¿ (g; c) = AtC (g; c)

such that the average production cost per e¢ciency unit equals C (g; c) =X (g; c)
and is again independent of time.

These two implications are important because they suggest that (i) be-
cause the average production cost per e¢ciency unit is constant there is no
productivity growth in the machine producing sector, (ii) because the aver-
age price paid per e¢ciency unit is constant, any reasonable quality adjusted
investment price index should be constant over time.
I will now proceed with the following thought experiment in this section.

Suppose that the BEA and BLS would observe the quality of machines,
i.e. At, perfectly and would apply their methods to the construction of an
investment price index in this economy, how would the resulting investment
price index behave? As it turns out, for all the methods used by the BEA
and BLS the resulting price index would not be constant, but would instead
be steadily declining.
Similar to Section 2, I will again discuss the implications for both matched-

model as well as hedonic price indices.

5.1 Matched-model indices

The application of (3) in my model to construct a matched model price index
would yield an estimate of equipment price in‡ation equal to

¼Mt =
MX
¿=1

!t;¿

µ
Pt;¿

Pt¡1;¿¡1
¡ 1
¶
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=
MX
¿=1

!t;¿

µ
¹¿
¹¿¡1

¡ 1
¶
< 0

which is the theoretical equivalent of (4). Just like I explained in section
2, equipment price in‡ation in this model is underestimated due to the con-
tinuous erosion of market power of the vintages that are traded, implied
by the result that newer vintage have higher markups than older ones such
that ¹¿¡1 > ¹¿ . In fact, the application of matched-model indices in my
model economy would lead to the measurement of spurious equipment price
de‡ation.

5.2 Hedonic price indices

Hedonic price indices are used by the BEA and BLS to quality adjust the price
indices for, among others, computer equipment, and software. They apply
two types of hedonic price indices. The …rst type is based on a sequence
of separate cross sectional regressions, each for a speci…c period. This is
the methodology that the BLS applies for the construction of some of its
Producer Price Indices. Holdway (2001) contains an excellent explanation
of the BLS’ methodology. The second type consists of hedonic price indices
based on pooled cross-sectional regressions. These are applied by the BEA for
the construction of its investment price indices used in the National Income
and Product Accounts. Wasshausen (2000) contains a detailed description
of the evolution of the hedonic regressions used by the BEA over the years.
In order to address the behavior of these two price indices in my theo-

retical model, I …rst describe what the model implies for the cross-sectional
behavior of prices. Throughout, I will assume that the quality index At is
observed correctly, which is doubtful in the actual application of hedonic
price methods. Prices in my model satisfy

lnPt;¿ = lnAt¡¿ + ln¹¿ (19)

Bearing in mind that (19) is the underlying data generating process, I will
again consider the application of log-log hedonic regressions.
A cross-sectional hedonic regression, as used by the BLS, in the context

of my theoretical model would be for a speci…c t and of the form

lnPt;¿ =
¡
lnP t

¢
+ ¯ lnAt¡¿

26



the resulting regression coe¢cient for quality will then equal

b̄ = 1 + PM¡1
¿=0

¡
lnAt¡¿ ¡ lnAt¡¿

¢ ¡
ln¹¿ ¡ ln¹¿

¢PM¡1
¿=0

¡
lnAt¡¿ ¡ lnAt¡¿

¢2 > 1 (20)

where

lnAt¡¿ =
1

M ¡ 1
M¡1X
¿=0

lnAt¡¿ and ln¹¿ =
1

M ¡ 1
M¡1X
¿=0

ln¹¿

and the summation runs up till M ¡ 1, because Pt;M = 0 and thus can not
be taken a logarithm of. The positive bias in the estimate b̄ is an example
of the omitted variable problem discussed in section 2.
How does this positive bias a¤ect measured investment price in‡ation?

To answer this question, I will compare the implication for the sequence
of frontier machines over time. The theoretical model implies that lnAt =
ln (1 + g) + lnAt¡1 and, as can be seen from (19), lnPt;0 = ln (1 + g) +
lnPt¡1;0. Consider a hedonic price index for the frontier machine, which I
will denote by PHt . The percentage change in the hedonic price index, i.e.
¼Ht , is equal to the percentage change in the prices minus the part that is
attributable to the quality change. That is,

¼Ht ¼ ¢ lnPHt = ¢ lnPt;0 ¡ b̄¢lnAt = ³1¡ b̄´ ln (1 + g) < 0
where ¢ is the …rst di¤erence operator. Hence, the positive bias in the
estimate of ¯ leads to spurious investment price de‡ation. The extent of
this de‡ation is increasing in the correlation between ln¹¿ and lnAt¡¿ . Note
that if ¯ = 1 would be estimated correctly, then this method would lead
to the proper result that there is no investment price de‡ation whatsoever.
Furthermore, the balanced growth properties of the model imply that b̄ and
thus ¼Ht are independent of time, i.e. ¼

H
t = ¼

H .
Instead of data on a single cross-section for each year, the BEA pools

these cross-sections for the quality adjustment of the price indices used for
some types of computer equipment in the NIPA. Wasshausen (2000) contains
a detailed description of the hedonic regressions used. In the context of
the theoretical model here, the BEA’s pooled cross-sectional regressions boil
down to the regression of lnPt;¿ on lnAt¡¿ and time dummies. That is, the
regression equation is

lnPt;¿ =
TX
t=1

±tDt + ¯ lnAt¡¿
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where Dt = 1 in period t and 0 otherwise. It is fairly straightforward to show
that, because of the balaced growth properties of the model, in this equation
the estimated coe¢cient on quality, i.e. b̄, is the same as in (20). Moreover,
the estimated time-varying intercepts, i.e. ±̂t’s, will satisfy

±̂t = ±̂t¡1 +
³
1¡ b̄´ ln (1 + g)

If quality adjusted in‡ation is directly measured by the changes in the esti-
mated time-varying intercepts, then the estimated equipment price in‡ation
using this method is

¼Ht ¼ ±̂t ¡ ±̂t¡1 =
³
1¡ b̄´ ln (1 + g) < 0

which is equal to that measured by the simple cross-sectional method. Again,
this method leads to the measurement of spurious equipment price de‡ation
due to imperfect competition.
In the simple theoretical model in this paper, this bias can be eliminated

by the inclusion of vintage age dummies. That is, the hedonic regression
equation

lnPt;¿ =
TX
t=1

±tDt +
M¡1X
¿=0

µ¿D¿ + ¯2 lnAt¡¿ (21)

where D¿ = 1 if a machine is of vintage age ¿ and zero otherwise, would
lead to the appropriate regression result that ±̂t = ±̂t¡1 for all t ¸ 1. Berndt,
Griliches and Rapaport (1993) use vintage age dummies in their empirical
studies of PC prices and …nd limited signi…cance. One has to realize, however,
that vintage age dummies are a good proxy for the extent of the markup in the
theoretical model here, because I have assumed that only one new machine
design is invented in each period. Furthermore, the coe¢cients µ¿ in (21)
are constant because I assume that g is constant over time. Though these
two assumptions are innocuous for the expositional purpose of the theoretical
model introduced in this paper, they would be unrealistic to make for the
purpose of an empirical analysis. For example, in the case of PC’s, where
Berndt, Griliches, and Rapaport (1993) use dummies for vintage age in years,
the frequency of introduction of new models is much higher than once a year.
This is not the …rst paper to point out that markups might a¤ect hedonic

price indices. Pakes (2001), for example, contains an illuminating discussion
of the same topic. What is di¤erent here is that I show, in the speci…c
theoretical context of my model, that these indices have a bias with a known
sign and how this bias comes about through imperfect competition.
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Table 2: Numerical results

case g c0 ° ¼M ¼H

A 0.587 0 0 -67.2% -383.8%
B 0.587 30 0.125 -4.8% -40.3%
C 0.587 30 0.25 -7.0% -88.2%
D 0.587 60 0.25 -4.5% -59.2%

5.3 A numerical example

In the two subsections above, I have shown that the methods applied by
the BEA and BLS lead to an upward bias in measured investment price
de‡ation in the theoretical model introduced in this paper. I have, however,
not addressed the possible magnitude of this bias. In this subsection, I use
a simple numerical example to get at this magnitude.
As one can see from the explanation in the previous subsection, the only

parameters that are relevant for this bias are the growth rate of the techno-
logical frontier, i.e. g, the vintage age dependent cost parameters, collected
in the vector c, and the patent length M .
As Ja¤e (1999) reports, the standard patent length in the U.S. since 1994

is 20 years, so I will …x M = 20. In order to keep my numerical example in
line with my empirical example of section 2, I will choose g = 0:587. This
is the annual growth rate of PC microprocessor speeds implied by Moore’s
law, i.e. the prediction that the speed of microprocessors will double about
once every 18 months.
What is left to choose is the cost structure, c. I will allow for possible

learning by doing in the sense that

c¿ =
c0

(1 + °)¿
where ° ¸ 0

Here ° re‡ects the per period percentage gain in e¢ciency in the production
of machines of a particular vintage due to learning by doing. I will illustrate
the outcome of the model for di¤erent rates of learning by doing and di¤erent
values of c0. The values of ° and c0 that I use are chosen purely for illustrative
purposes to show the e¤ect the cost parameters have on the equilibrium
outcome and on the de‡ation bias.
Table 2 lists the parameter combinations and implied measured invest-

ment price in‡ation rates for matched-model and hedonic price indices.

29



For the calculation of the matched model indices I will choose, as Dul-
berger (1989) suggests, the weights for the matched model price index as the
previous period market share of the vintage relative to the other vintages in
the index, such that

!t;¿ =

³
1
1+g

´¿
¹¿¡1 (g; c) eX¿¡1 (g; c)PM

¿=1

³
1
1+g

´¿
¹¿¡1 (g; c) eX¿¡1 (g; c) = !¿

and only depends on vintage age and not on time. This implies that ¼Mt = ¼
M

is also independent of time.
Before I discuss the estimated de‡ation rates in detail it is useful to …rst

consider the equilibrium results plotted in Figure 3. The …gure plots the price
as a function of the vintage (upper-left), the price per e¢ciency units as a
function of the number of e¢ciency units (lower-left), the market share for
each vintage (upper-right), and the di¤usion curve (lower-right). Di¤usion
is de…ned as the percentage of people using vintages that are as good as or
better than a particular vintage.
In the case of no production costs, i.e. c0 = 0 (case A), the producer of the

frontier vintage is the dominating market force. This producer can basically
decide what part of the market he conquers and what part he leaves for his
competitors. Consequently, the frontier vintage absorbs more than half of
the market. If the supplier of the frontier vintage faces signi…cant production
costs then decreasing returns to scale might force him to raise his price and to
lower his market share in order to cover costs. This e¤ect can be seen because
the supplier of the frontier vintage has a lower market share in the case of D
than in C. Learning by doing gives the suppliers of older vintages a relative
competitive edge over those of new vintages. Consequently, an increase in
the learning by doing rate shifts market share from newer to older vintages.
This can be seen when one compares the market share curves for cases B
and C, where the increased learning by doing increases the market shares of
vintages 6 through 18 at the expense of the other ones. The lower-left hand
panel of Figure 3 plots ¹¿ (g; c). As you can see, ¹¿ (g; c) is relatively ‡at for
the cases B, C, and D and has a lower correlation with At¡¿ plotted on the
x-axis of that panel. Consequently, the downward bias in the hedonic price
index is much smaller in cases B-D, as is listed in Table 2, than in case A. In
fact, in case A the bias in the estimated coe¢cient in the hedonic regression
is so severe that it implies an infeasible equipment de‡ation rate of -383%.
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Figure 3: Equilibrium outcome for Moore’s law (g = 0:587)
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The conclusion of this numerical exercise is thus that in my theoretical
model the potential biases in measured investment price de‡ation can be
quite large. For hedonic price indices they can even be so large that they
lead to infeasible de‡ation rates. Furthermore, these biases turn out to be
very sensitive to the underlying market structure.

6 Conclusion
In this paper I argued that, by not taking into account the fact that equip-
ment markets are not perfectly competitive, the BEA and BLS are likely
to overestimate investment price de‡ation. The main intuition behind this
result is that what their price indices might capture is actually not a price
decrease but the constant erosion of the market power of existing vintages
of machines in the market. To illustrate my argument, I introduced an en-
dogenous growth model in which suppliers of di¤erent vintages of machines
imperfectly compete for the demand of a heterogeneous set of workers. This
market structure results in a price schedule which would lead the BLS and
BEA to …nd investment price de‡ation, even though the model economy does
not exhibit any investment price de‡ation at all. The measured de‡ation in
the model economy is a complete statistical artifact.
The theoretical example given in this paper is an extreme case. In practice

there is good reason to believe that the quality of investment goods has
been steadily improving. Quality adjustments of capital goods, however,
are currently treated with double standards. On the one hand, there are
computer equipment and software to which the BEA and BLS extensively
apply the quality adjustment methods discussed in this paper. While on the
other hand, there are the other capital goods for which there is no serious
e¤ort to quality adjust.
This paper suggests that real investment in computer equipment and

software is likely to be overstated because of the bias discussed here. Thus,
everything else equal, the results in this paper suggest an overestimation
of real output growth and productivity growth in the IT producing sector.
However, real output growth and productivity for other capital goods pro-
ducing sectors is likely to be underestimated because it is virtually not quality
adjusted at all.
In this paper, I have focussed my attention on equipment price indices, the

bias that I discuss, however, is a potential problem for any product market
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with rapid technological change to which matched model and hedonic price
indices are applied.

33



References
[1] Aghion, Phillipe, and Peter Howitt (1992), “A Model of Growth

Through Creative Destruction”, Econometrica, 60, 323-351.

[2] Aizcorbe, Ana, Carol Corrado, and Mark Doms (2000), “Constructing
Price and Quantity Indexes for High Technology Goods”, mimeo, Fed-
eral Reserve Board of Governors.

[3] Berndt, Ernst, Zvi Griliches, and Neal Rapaport (1993), “Economet-
ric Estimates of Prices Indexes for Personal Computers in the 1990s”,
working paper #4549, NBER.

[4] Caselli, Francesco and Jaume Ventura (2000), “A Representative Con-
sumer Theory of Distribution”, American Economic Review, 90, 909-
926.

[5] Chari, V.V., and Hugo Hopenhayn (1991), “Vintage Human Capital,
Growth, and the Di¤usion of New Technology”, Journal of Political
Economy, 99, 1142-1165.

[6] Cockburn, Iain and Aslam Anis (1998), “Hedonic Analysis of Arthritis
Drugs”, working paper #6574, NBER.

[7] Dulberger, Ellen (1989), “The Application of an Hedonic Model to a
Quality Adjusted Price Index for Computer Processors”, in Technology
and Capital Formation, Dale Jorgenson and Ralph Landau, eds.. Cam-
bridge: MIT Press.

[8] Gilbert, Richard and David Newbery (1982), “Preemptive Patenting and
the Persistence of Monopoly”, American Economic Review, 72, 514-526.

[9] Greenwood, Jeremy, Zvi Hercowitz and Per Krusell (1997), “Long-Run
Implications of Investment-Speci…c Technological Change”, American
Economic Review, 87, 342-362.

[10] Gordon, Robert (2000), “Does the ‘New Economy’ Measure Up to the
Great Inventions of the Past?”, working paper #7833, NBER.

[11] Grossman, Gene and Elhanan Helpman (1991), Innovation and Growth
in the Global Economy, Cambridge: MIT Press.

34



[12] Hall, Robert (1988), “The Relation between Price and Marginal Cost in
U.S. Industry”, Journal of Political Economy, 96, 921-947.

[13] Holdway, Michael (2001), “Quality Adjusting Computer Prices in the
Producer Price Index: An Overview”, mimeo, Bureau of Labor Statis-
tics. (www.bls.gov/ppicomqa.htm)

[14] Irwin, Douglas and Peter Klenow (1994), “Learning-by-Doing Spillovers
in the Semiconductor Industry”, Journal of Political Economy, 102,
1200-1227.

[15] Ja¤e, Adam (1999), “The U.S. Patent System in Transition: Policy
Innovation and Innovation Process”, working paper #7280, NBER.

[16] Jorgenson, Dale, and Kevin Stiroh (2000), “Raising the Speed Limit:
U.S. Economic Growth in the Information Age”, Brookings Papers on
Economic Activity 1, 2000, 125-211.

[17] Jovanovic, Boyan (1999), “Vintage Capital and Inequality”, Review of
Economic Dynamics, 1, 497-530.

[18] Oliner, Stephen, and Daniel Sichel (2000), “The Resurgence of Growth
in the Late 1990s: Is Information Technology the Story?”, Finance and
Economics Discussion Series #2000-20, Federal Reserve Board of Gov-
ernors.

[19] Pakes, Ariel (2001), “Some Notes on Hedonic Price Indices, With an
Application to PC’s”, mimeo, Harvard.

[20] Reinganum, Jennifer (1983), “Uncertain Innovation and the Persistence
of Monopoly”, American Economic Review, 73, 741-783.

[21] Romer, Paul (1990), “Endogenous Technological Change”, Journal of
Political Economy, 98, S71-S102.

[22] Sattinger, Michael (1975), “Comparative Advantage and the Distribu-
tions of Earnings and Abilities”, Econometrica, 43, 455-468.

[23] Violante, Giovanni, Lee Ohanian, José-Victor Ríos-Rull, and Per Krusell
(2000), “Capital-skill Complementarities and Inequality: A Macroeco-
nomic Analysis”, Econometrica, 1029-1053.

35



[24] Wasshausen, Dave (2000), “Computer Prices in the National Accounts”,
mimeo, Bureau of Economic Analysis.

[25] Woodford, Michael and Julio Rotemberg (1999), “The Cyclical Behav-
ior of Prices and Costs”, in John Taylor and Michael Woodford, eds.,
Handbook of Macroeconomics, vol. 1B.

36



1 Proofs
Proof of proposition 1: Properties of demand sets
(i) Consider h0 > h and ¿ 0 > ¿ , then h 2 Dt (¿) implies that

8 s 2 N : At¡¿h¡ Pt;¿ ¸ At¡sh¡ Pt;s
or, equivalently, in terms of marginal bene…ts and costs

8 s 2 N : (At¡¿ ¡At¡s)h ¸ Pt;¿ ¡ Pt;s
Consequently, because for all ¿ 0 > ¿ strictly positive technological progress impliesAt¡¿ 0 >
At¡¿ , the marginal bene…ts from updating for the worker of type h0 exceed those of the
worker of type h. That is,

8¿ 0 > ¿ : (At¡¿ ¡At¡¿ 0)h ¸ Pt;¿ ¡ Pt;¿ 0

This implies that it must thus be true that h0 =2 Dt (¿ 0) for all ¿ 0 > ¿ .
(ii) Because patents expire after M periods, all intermediate goods producers of vintages
of age M or older face perfect competition. As a result, the price of these vintages is
competed down to zero. Consequently all workers will use at least the best technology
that is available for free, such that no one will use a technology that is older than M .
(iii) Since h v unif (0; 1), it su¢ces to prove that eH contains a …nite number of elements.
Since workers will use only technologies f0; : : : ;Mg there are only a …nite number of
combinations between which workers can be indi¤erent. I will show that, if a worker of
type h is indi¤erent between two intermediate goods, then no other worker will be. That
is, de…ne the set

bHt (¿; ¿ 0) = fh 2 [0; 1] j h 2 Dt (¿) ^ h 2 Dt (¿ 0)g
such that eHt = M¡1[

¿=0

M[
¿ 0=¿+1

bHt (¿; ¿ 0)
and, denoting the Lebesque measure as ¹ (:), we obtain

¹
³ eHt´ · 1

h

M¡1X
¿=0

MX
¿ 0=¿+1

¹
³ bHt (¿ ; ¿ 0)´

I will simply show that 8¿ 0 > ¿ : ¹
³ bHt (¿ ; ¿ 0)´ = 0. Let h 2 [0; 1] be such that h 2 Dt (¿)

as well as h 2 Dt (¿ 0) for ¿ 0 > ¿ . In that case

At¡¿h¡ Pt;¿ = At¡¿ 0h¡ Pt;¿ 0

or equivalently
(At¡¿ ¡At¡¿ 0)h = Pt;¿ ¡ Pt;¿ 0
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This, however implies that for all h0 > h > h00

(At¡¿ ¡At¡¿ 0)h0 > Pt;¿ ¡ Pt;¿ 0 > (At¡¿ ¡At¡¿ 0)h00

such that the workers of type h0 > h will prefer ¿ over ¿ 0, while workers of type h00 < h
will do the opposite. Hence, bHt (¿ ; ¿ 0) = fhg and is of measure zero.
(iv) Consider h00 > h0 > h such that h00 2 Dt (¿) as well as h 2 Dt (¿). This implies that

8 s 2 N : (At¡¿ ¡At¡s)h00 > (At¡¿ ¡At¡s)h0 > (At¡¿ ¡At¡s)h ¸ Pt;¿ ¡ Pt;s
such that

8 s 2 N : At¡¿h0 ¡ Pt;¿ > At¡sh0 ¡ Pt;s
and thus h0 2 Dt (¿). Hence, Dt (¿) is connected. ¥

Proof of proposition 2: Solution to equilibrium price schedule
I will prove this proposition in two parts. The …rst consists of my proof of (i) and (ii). In
the second part, I use (i) and (ii), together with results (i) and (iv) of proposition 1 to
prove (iii).
Proof of (i) and (ii): I will prove these parts by induction. The proof applies lemmas 5
and 6. Lemma 5 implies that, no matter what the other machine producers do, the frontier
machine producer will always set a price Pt;0 > c0

2 AtXt;0 and make strictly positive pro…ts.
This lemma initializes the induction. Lemma 6 then shows that, independently of what
the suppliers of older vintages do, if all suppliers of newer vintages charge a markup and
make strictly positive pro…ts, then so will the supplier of vintage ¿ 2 f1; : : : ;M ¡ 1g.
Combining these two lemmas implies that, if there is a Pure Strategy Nash equilibrium,
then it must be one in which (i) all monopoly suppliers of machines charge a strictly
positive markup and make strictly positive pro…ts. That is,

(i) Pt;¿ >
c¿
2
At¡¿Xt;¿ for all ¿ 2 f0; : : : ;M ¡ 1g and (ii) ¹ (D (¿)) > 0 for all ¿ 2 f0; : : : ;Mg

Combining (ii) with parts (i) and (iv) of proposition 1, this implies that if there is a Pure
Strategy Nash equilibrium, then there exist fht (0) ; : : : ; ht (M ¡ 1)g such that

D (¿) =

8<:
£
ht (0) ; h

¤
for ¿ = 0

[ht (¿) ; ht (¿ ¡ 1)] for ¿ 2 f1; : : : ;M ¡ 1g
[0; ht (M ¡ 1)] for ¿ =M

and

ht (¿) =
At¡¿

At¡¿ ¡At¡¿¡1 P̂t;¿ ¡
At¡¿¡1

At¡¿ ¡At¡¿¡1 P̂t;¿+1
which is the basis for the derivation of the form of the Pure Strategy Nash equilibrium in
part (iii).
Proof of (iii), (iv), and (v): A machine producer of machines of vintage age ¿ chooses
P̂t;¿ to maximize pro…ts

¼t;¿ = At¡¿
³
P̂t;¿ ¡ c¿

2
Xt;¿

´
Xt;¿
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since parts (i) and (ii) have proven that the solution to the PSN-equilibrium is interior,
I will simply use standard calculus to …nd a pro…t maximizing solution. The associated
…rst order necessary condition for the pro…t maximization problem is

0 = At¡¿

"
P̂t;¿

@Xt;¿

@P̂t;¿
+Xt;¿ ¡ c¿Xt;¿ @Xt;¿

@P̂t;¿

#

such that if there is an interior solution to this problem, it must satisfy

P̂t;¿ =

"
c¿ ¡ 1

@Xt;¿/@P̂t;¿

#
Xt;¿

For the supplier of a non-frontier vintage, i.e. ¿ 2 f1; : : : ;M ¡ 1g, the demand set
satis…es

Xt;¿ =

·
At¡¿+1

At¡¿+1 ¡At¡¿ P̂t;¿¡1 ¡
At¡¿

At¡¿+1 ¡At¡¿ P̂t;¿ ¡
At¡¿

At¡¿ ¡At¡¿¡1 P̂t;¿ +
At¡¿¡1

At¡¿ ¡At¡¿¡1 P̂t;¿+1
¸

= w¿¡1t;¿ P̂t;¿¡1 ¡
¡
w¿¡1t;¿ +w¿+1t;¿

¢
P̂t;¿ +w

¿+1
t;¿ P̂t;¿+1

such that
@Xt;¿

@P̂t;¿
= ¡ ¡w¿¡1t;¿ +w¿+1t;¿

¢
Using the above two equations to solve the …rst order necessary condition yields

P̂t;¿ =

"
1 + c¿

¡
w¿+1t;¿ +w¿¡1t;¿

¢
2 + c¿

¡
w¿+1t;¿ +w¿¡1t;¿

¢# " w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

bPt;¿¡1 + w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

bPt;¿+1#

which is the …rst part of the second order di¤erence equation in the proposition. Substi-
tuting this expression in that for the demand set yields that

Xt;¿ =
w¿+1t;¿ +w¿¡1t;¿

1 + c¿
¡
w¿+1t;¿ +w¿¡1t;¿

¢ P̂t;¿
For the supplier of the frontier vintage, the demand set satis…es

Xt;0 =
h
1¡ ¡1 +w1t;0¢ P̂t;0 +w1t;0P̂t;1i

such that
@Xt;0

@P̂t;0
= ¡ ¡1 +w1t;0¢

Using the above two equations to solve the necessary condition for an interior solution
yields bPt;0 = "1 + c0 ¡1 +w1t;0¢

2 + c0
¡
1 +w1t;0

¢#" 1

1 +w1t;0
+

w1t;0
1 +w1t;0

bPt;1#
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Substituting this into the expression for the demand set gives

Xt;0 =
1 +w1t;0

1 + c0
¡
1 +w1t;0

¢ P̂t;0
What is left to show is that P̂t;¿ > P̂t;¿+1. This follows from the fact that for ¿ 2

f0; : : : ;M ¡ 1g, the second order di¤erence equation that has to be satis…ed in equilibrium
implies

P̂t;¿ =
£
1 + c¿

¡
w¿+1t;¿ +w¿¡1t;¿

¢¤ " w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

³ bPt;¿¡1 ¡ bPt;¿´¡ w¿¡1t;¿

w¿+1t;¿ +w¿¡1t;¿

³ bPt;¿ ¡ bPt;¿+1´# > 0
Since

³ bPt;M¡1 ¡ bPt;M´ > 0, a simple induction argument can be used to show that bPt;¿ ¡bPt;¿+1 > 0 for all ¿ 2 f0; : : : ;M ¡ 1g.¥

Proof of proposition 3: Value of innovation, output, etc., at con-
stant g
(i) Note that, if g is constant, the recursion (9) can be written as a set of linear equations.
In matrix form, with the appropriately de…ned matrices

F(g; c)
M+1£M+1

bPt =G(g; c)
M+1£1

such that the equilibrium vector with prices equalsbPt = h[F(g; c)]¡1G(g; c)i
which implies that we can write bPt;¿ = ¹¿ (g; c) where ¹¿ (g; c) > ¹¿+1 (g; c) simply
because P̂t;¿ is decreasing in ¿ .

(ii) For the demand sets we obtain that we can write

Xt;¿ =

8>>><>>>:
1+w1t;0

1+c0(1+w1t;0)
¹0 (g; c) for ¿ = 0

w¿+1t;¿ +w¿¡1t;¿

1+c¿(w¿+1t;¿ +w¿¡1t;¿ )
¹¿ (g; c) for ¿ = 1; : : : ;M ¡ 1

1¡PM¡1
¿=0 Xt;¿ for ¿ =M

However, since when g is constant w¿+1t;¿ and w¿¡1t;¿ only depend on g and not on t for all
¿ = 1; : : : ;M¡1, we can write Xt;¿ = ~X¿ (g; c) for ¿ = 1; : : : ;M¡1. In that case however,
Xt;M = 1¡PM¡1

¿=0
~X¿ (g; c) = ~XM(g; c) and is also constant over time.

(iii) Aggregate output in terms of e¢ciency units can be written as

Y ¤t =
Yt
At
=
1

At

MX
¿=0

Z
h2Dt(¿)

[At¡¿h¡ Pt;¿ ] dh

=
1

At

MX
¿=0

At¡¿
Z
h2Dt(¿)

hdh| {z }
Zt;¿

¡Pt;¿Xt;¿
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Note that
1

h

Z b

a

hdh =
1

2h

¡
a2 ¡ b2¢ = 1

2

·
1

h
(a¡ b)

¸
(a+ b)

Applying this to the equation for aggregate yields

Zt;¿ =

8<:
1
2Xt;¿ [1 + ht (0)] for ¿ = 0

1
2Xt;¿ [ht (¿ ¡ 1) + ht (¿)] for ¿ = 1; : : : ;M ¡ 1

1
2Xt;¿ [ht (M ¡ 1)] for ¿ =M

= Xt;¿Z
¤
t;¿

Using this notation, aggregate output has the representation

Y ¤t =
1

At

MX
¿=0

Xt;¿
£
At¡¿Z¤t;¿ ¡ Pt;¿

¤
where

Z¤t;¿ =

8>><>>:
1
2

h
1 +

¡
1 +w1t;0

¢
P̂t;0 ¡w1t;0P̂t;1

i
for ¿ = 0

1
2

h
w¿¡1t;¿ P̂t;¿¡1 ¡

¡
2 +w¿¡1t;¿ +w¿+1t;¿

¢
P̂t;¿ ¡w¿+1t;¿ P̂t;¿+1

i
for ¿ = 1; : : : ;M ¡ 1

1
2w

M¡1
t;M P̂t;¿¡1 for ¿ =M

Since again w¿+1t;¿ and w¿¡1t;¿ only depend on g and not on t and P̂t;¿ = ¹¿ (g; c), we can
write Z¤t;¿ = ~z¿ (g;c). This means that output can be represented as

Y ¤t =
1

At

MX
¿=0

~X¿ (g; c) [At¡¿ ~z¿ (g; c)¡ ¹¿ (g; c)]

=
MX
¿=0

~X¿ (g; c)

·µ
1

1 + g

¶¿
~z¿ (g; c)¡ ¹¿ (g; c)

¸
= ~Y (g; c)

(iv) For the pro…ts we obtain that

¼¤t;¿ =
¼t;¿
At¡¿

=
³
P̂t;¿ ¡ c¿

2
Xt;¿

´
Xt;¿

=
³
p¿ (g; c)¡ c¿

2
~X¿ (g; c)

´
~X¿ (g; c)

= ~¼¿ (g; c)

(v) and (vi) Follow directly from the explanation in the main text.¥

Proof of proposition 4: Existence and uniqueness of competitive
equilibrium
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The competitive equilibrium equations (12) through (17) can be solved sequentially. That
is, (17) pins down the equilibrium interest rate as

r =
1

¯
(1 + g)¾ ¡ 1 > 0

At this constant interest rate the value of a new innovation equals

V ¤ (r; : : : ; r; g; c) =
µ

1

1 + r

¶M¡1X
s=0

µ
1

1 + g

¶sµ
1

1 + r

¶s
~¼s (g;c) = X

¤
R

and the pro…ts from the innovative activities equal

¦¤ =
M¡1X
s=0

µ
1

1 + g

¶s "
1¡

µ
1

1 + r

¶s+1#
~¼s (g; c) > 0

From proposition 3 we know that for any g > 0, Y ¤ = ~Y (g; c) > 0 is unique, which yields
that steady state consumption equals

C¤ = Y ¤ +¦¤ > 0

Hence a competitive equilibrium path exists and is unique.¥

Lemma 5 Independent of P
0
t;0, the supplier of the frontier vintage will choose Pt;0 >

c0
2 At¹ (Dt (0)).

Proof: In order to prove this and the following lemma, it is easiest to consider

z¿ (h) = max
s2f0;:::;MgnT

(At¡sh¡ Pt;s)

and

z¿ (h) =max
s<T

(At¡sh¡ Pt;s) , z¿ (h) =max
s>T

(At¡sh¡ Pt;s) , and W¿ (h) = At¡¿h¡ Pt;¿

then
Dt (¿) = fh 2 [0; 1] jW¿ (h) ¸ z¿ (h)g

The properties of z¿ (h) and z¿ (h), which I will not prove here in detail, are (i) z¿ (h)
and z¿ (h) are continuous on [0; 1], (ii) z¿ (0) = 0, (iii) if Pt;s > 0 for all s > ¿ , then
z¿ (0) < 0, and (iii) let h0 > h, then

z¿ (h
0)¡ z¿ (h) ¸ At¡(¿¡1) (h0 ¡ h) and z¿ (h0)¡ z¿ (h) · At¡(¿+1) (h0 ¡ h)

For the frontier vintage, let the producer choose h0 = 1¡ " such that all workers of type
h0 and higher will choose the frontier vintage. Independent of P

0
t;0, this can be done by

choosing
Pt;0 ¸ [At ¡At¡1]h0 = [At ¡At¡1] (1¡ ") > 0
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In that case demand for the frontier vintage equals ¹ (Dt (¿)) = ", while pro…ts equal

¼t;0 = Pt;0"¡ c0
2
At"

2

¸
h
[At ¡At¡1] (1¡ ")¡ c0

2
At"

i
"

=
h
[At ¡At¡1]¡

h³
1 +

c0
2

´
At ¡At¡1

i
"
i
"

such that the producer of the frontier vintage makes strictly positive pro…ts, i.e. ¼t;0 > 0,
whenever it chooses

0 < " < [At ¡At¡1] =
h³
1 +

c0
2

´
At ¡At¡1

i
which is always feasible.¥

Lemma 6 If Pt;s > 0 for all s < ¿ , then, independent of Pt;¿+1; : : : ; Pt;M , the supplier of
the vintage of age ¿ will choose Pt;¿ > c¿

2 At¡¿¹ (Dt (¿)).

Proof:If Pt;s > 0, then we know that z¿ (0) < 0, and we can distinguish two cases:
(i) z¿ (1) · z¿ (1): in that case the suppliers of the more recent vintages than that of
age ¿ have chosen their prices so high that they are being competed out of the market by
suppliers of vintages older than ¿ . In this case the vintage of age ¿ is essentially in the
same situation as the supplier of the frontier vintage in Lemma 5 and the proof of can be
applied Lemma 5 again.
(ii) z¿ (1) > z¿ (1): Because z¿ (0) < 0 = z¿ (0) and both z¿ (h) and z¿ (h) are continuous,
we know that in this case there must exist an h0 2 (0; 1) such that z¿ (h0) = z¿ (h0). Hence,
by choosing Pt;¿ = At¡¿h0¡z¿ (h0), the worker would be indi¤erent between at least three
vintages of machine and would obtain an income level of z¿ (h0) = z¿ (h0). If a worker of
type h < h0 would use the machine of age ¿ , then he would obtain

At¡¿h¡ Pt;¿ = z¿ (h0)¡At¡¿ (h¡ h0) < z¿ (h0)
and if a worker of type h > h0 would the machine of age ¿ , then he would obtain

At¡¿h¡ Pt;¿ = z¿ (h0) +At¡¿ (h¡ h0) < z¿ (h0)
Hence, the choice of Pt;¿ = At¡¿h0 ¡ z¿ (h0) is the knife-edge case in which the demand
set for vintage ¿ is a singleton. Now, if the supplier of vintage ¿ chooses

Pt;¿ = At¡¿h0 ¡ z¿ (h0)¡ ±
then it can be easily shown that

0 < ¹ (Dt (¿)) · ±
µ

1

At¡¿ ¡At¡¿¡1 ¡
1

At¡¿+1 ¡At¡¿

¶
and that the resulting pro…ts satisfy

¼t;¿ =

·
fAt¡¿h0 ¡ z¿ (h0)g ¡ ±

·
1 +

1

2

c¿At¡¿
At¡¿ ¡At¡¿¡1 +

1

2

c¿At¡¿
At¡¿+1 ¡At¡¿

¸¸
¹ (Dt (¿))
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Hence, ¼t;¿ is strictly positive whenever

0 < ± < fAt¡¿h0 ¡ z¿ (h0)g/
·
1 +

1

2

c¿At¡¿
At¡¿ ¡At¡¿¡1 +

1

2

c¿At¡¿
At¡¿+1 ¡At¡¿

¸
which again is a feasible choice independent of the prices chosen by the suppliers of vintages
older than age ¿ .¥

2 Data
This appendix contains the data on microprocessor prices that I used in my
empirical examples. They are taken from two sources8 and cover prices for
Intel’s Pentium 4, 3, and 2, and Celeron processors, as well as Advance Micro
Devices’ K6-3 and -2 chips. The data are for two points in time, namely April
11 1999 and March 4 2001, and are listed in Table 3.

Table 3: Processor price data

04/11/1999 03/04/2001
processor speed

MHz
price processor speed

MHz/GHz*
price

P-III 500 637 P-IV 1.5* 637
P-III 450 411 P-IV 1.4* 413
P-II 450 396 P-IV 1.3* 332
P-II 400 234 P-III 1.0* 241
P-II 350 163 P-III 933 225

Celeron 433 143 P-III 800 165
Celeron 400 103 Celeron 800 112
Celeron 366 73 Celeron 766 103
Celeron 333 67 Celeron 733 83
K6-3 450 397
K6-3 400 237
K6-2 475 213
K6-2 350 68
K6-2 333 62

8Electronic Engineering Times, April 19, 1999, “Intel, AMD Slash Processor Prices”
and IDG News Service, “Intel Trims Prices on Desktop PC Chips”, March 05, 2001.
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